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ABRAΔΑΣ (ABRAXAS): Gnostic word of mystic meaning.

We present ABRA, a suite of algorithms to compute and maintain probabilistically-guaranteed high-quality approximations of the betweenness centrality of all nodes (or edges) on both static and fully dynamic graphs. Our algorithms use progressive random sampling and their analysis rely on Rademacher averages and pseudodimension, fundamental concepts from statistical learning theory. To our knowledge, ABRA is the first application of these concepts to the field of graph analysis. Our experimental results show that ABRA is much faster than exact methods, and vastly outperforms, in both runtime number of samples, and accuracy, state-of-the-art algorithms with the same quality guarantees.
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1 INTRODUCTION

Centrality measures are fundamental concepts in graph analysis: they assign to each node or edge a score that quantifies some notion of the importance of the node/edge in the network [40]. Betweenness Centrality (bc) is a very popular centrality measure that, informally, defines the importance of a node or edge $z$ in the network as proportional to the fraction of shortest paths in the network that go through $z$ [3, 19] (see Sect. 3 for formal definitions).

Brandes [14] presented an algorithm (denoted BA) to compute the exact $bc$ values for all nodes or edges in a graph $G = (V, E)$ in time $O(|V||E|)$ if the graph is unweighted, or time $O(|V||E| + |V|^2 \log |V|)$ if the graph has positive weights. The cost of BA is excessive on modern networks with millions of nodes and tens of millions of edges. Moreover, having the exact $bc$ values may often not be needed, given the exploratory nature of the task. A high-quality approximation of the values is usually sufficient, provided it comes with stringent guarantees.

A preliminary version of this work appeared in the proceedings of ACM KDD’16 as [49].
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Today’s networks are not only large, but also dynamic: edges are added and removed continuously. Keeping the BC values up-to-date after edge insertions and removals is a challenging task, and proposed algorithms [21, 28, 32, 33, 38, 39, 44] may improve the running time for some specific class of input graphs and update models, but in general cannot not offer worst-case time and space complexities better than from-scratch-recomputation using BA [1]. Maintaining a high-quality approximation up-to-date is more feasible and more sensible: there is little informational gain in keeping track of exact BC values that change continuously.

Contributions. We focus on developing algorithms for approximating the BC of all nodes and edges in static and dynamic graphs. Our contributions are the following.

- We present ABRA (for “Approximating Betweenness with Rademacher Averages”), the first family of algorithms based on progressive sampling for approximating the BC of all nodes in static and dynamic graphs, where node and edge insertions and deletions are allowed. The BC approximations computed by ABRA are probabilistically guaranteed to be within an user-specified additive error $\epsilon$ from their exact values. We also present variants using a fixed amount of samples, with relative error (i.e., within a multiplicative factor $\epsilon$ of the true value) for the top-$k$ nodes with highest BC, and variants that use refined estimators to give better approximations with a slightly larger sample size. Additionally, we also show a fixed sampling variant that performs exactly as many sample operations as requested by the user. Table 1 shows a summary of these variants.

- Our analysis relies on Rademacher averages [29, 51] and pseudodimension [43], fundamental concepts from the field of statistical learning theory [53]. Building on known and novel results using these concepts, ABRA computes the approximations without having to keep track of any global property of the graph, in contrast with existing algorithms [8, 10, 47]. A byproduct of our analysis are new general results on pseudodimension (Lemmas 3.7 and 3.8) which show properties that can be used to bound the pseudodimension of any problem. ABRA performs only “real work” towards the computation of the approximations, without having to obtain such global properties or update them after modifications of the graph. To the best of our knowledge, ours is the first application of Rademacher averages and pseudodimension to graph analysis problems, and the first to use progressive random sampling for BC computation. Using pseudodimension, we derive new analytical results on the sample complexity of the BC computation task (see Table 2 for our results and a comparison with existing bounds) generalizing previous contributions [47], and formulating a conjecture on the connection between pseudodimension and the distribution of shortest path lengths. Our work hence also showcases the usefulness of these highly theoretical concepts developed in the setting of supervised learning to develop practical algorithms for important problems in unsupervised settings.

- The results of our experimental evaluation on real networks show that ABRA outperforms, in both speed, number of samples, and accuracy the state-of-the-art methods offering the same guarantees [47], and it is significantly faster than exact methods [14].

The present paper extends the conference version [49] along multiple directions. The most significant new contributions are the following:

- a revised version of the algorithm with a new proof of correctness, where we fixed a subtle mistake in the algorithm presented in the conference version, due to the presence of randomly stopped sequences of random variables;
ABRA: Approximating Betweenness Centrality with Rademacher Averages

<table>
<thead>
<tr>
<th>Variant</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABRA-s</td>
<td>progressive sampling algorithm for static graphs (Sect. 4.1)</td>
</tr>
<tr>
<td>ABRA-s-set</td>
<td>sampling algorithm for a specific set of nodes (Sect. 4.1.3)</td>
</tr>
<tr>
<td>ABRA-s-fix</td>
<td>fixed-size sampling algorithm for static graphs (Sect. 6.4)</td>
</tr>
<tr>
<td>ABRA-s-k</td>
<td>sampling algorithm for the top-$k$ nodes with highest $bc$ (Sect. 4.5)</td>
</tr>
<tr>
<td>ABRA-d</td>
<td>sampling algorithm for fully-dynamic graphs (Sect. 5)</td>
</tr>
</tbody>
</table>

Table 1. Variants of ABRA.

- a new variant of the algorithm using a fixed amount of samples (instead of progressive sampling), which returns much better approximations than previously existing algorithms using a fixed amount of samples [15, 47].
- a stricter bound to the maximum approximation error, which allows ABRA’s stopping condition to be satisfied at smaller sample sizes than before;
- a completely new upper bound to the number of samples needed by ABRA to compute an approximation of the desired quality, which allows ABRA to deterministically stop after the number of samples suggested by the upper bound. This upper bound is based on pseudodimension [43], and we show upper and, in some cases, matching lower bounds to the pseudodimension of the problem of estimating betweenness centralities, shedding new light on its sample complexity. We additionally formulate an open conjecture (see Conjecture 4.9) that we show true for fundamental specific cases, and, if proved true, would greatly reduce the needed number of samples.
- We also reworked our algorithm for relative-error approximation of the top-$k$ highest betweenness values, improving its stopping condition so it will use fewer samples.
- We also present all the proofs of our theoretical results, and additional experimental results, which give insights to the betweenness estimation problem and to the behavior of our algorithms. Moreover, we have added examples throughout the text, with the goal of improving the clarity of the presentation and to make the paper more self-contained.

Outline. We discuss related works in Sect. 2. The formal definitions of the concepts we use in the work can be found in Sect. 3. Our algorithms for approximating $bc$ on static graphs are presented in Sect. 4, while the dynamic case is discussed in Sect. 5. The results of our extensive experimental evaluation are presented in Sect. 6. We draw conclusions in Sect. 7.

2 RELATED WORK

The definition of Betweenness Centrality comes from the sociology literature [3, 19], but the study of efficient algorithms to compute it started only when graphs of substantial size became available to the analysts, following the emergence of the Web. The BA algorithm by Brandes [14] is currently the asymptotically fastest algorithm for computing the exact $bc$ values for all nodes in the network. A number of works also explored heuristics to improve BA [18, 50], but retained the same worst-case time complexity.

The use of random sampling to approximate the $bc$ values in static graphs was proposed independently by Jacob et al. [25] and Brandes and Pich [15], and successive works explored the tradeoff space of sampling-based algorithms [8–10, 47]. Other works focused on estimating the betweenness centrality of a single target node, rather than on obtaining uniform guarantees for all the nodes [6, 26]. We focus here on related works that offer approximation guarantees similar to ours. For an in-depth discussion of previous contributions approximating $bc$ on static graphs but
Table 2. Comparison of sample-based algorithms for BC estimation on graphs.

<table>
<thead>
<tr>
<th>Works</th>
<th>Sample Space</th>
<th>Sample Size for $\varepsilon$-approximation with confidence $\geq 1 - \delta$</th>
<th>Analysis Techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>[15, 24, 25] nodes</td>
<td>$O\left(\frac{1}{\varepsilon^2} (\ln</td>
<td>V</td>
<td>+ \ln \frac{1}{\delta})\right)$</td>
</tr>
<tr>
<td>[9, 47] shortest paths</td>
<td>$O\left(\frac{1}{\varepsilon^2} (\log_2 VD(G) + \ln \frac{1}{\delta})\right)$</td>
<td>VC-Dimension</td>
<td></td>
</tr>
<tr>
<td>This work: pairs of nodes</td>
<td>Variable, at most $O\left(\frac{1}{\varepsilon^2} (\log_2 L(G) + \ln \frac{1}{\delta})\right)$ but usually much less</td>
<td>Rademacher Averages, Pseudodimension</td>
<td></td>
</tr>
</tbody>
</table>

* See Def. 3.2 for the formal definition.
† $VD(G)$ is the vertex-diameter of the graph $G$.
‡ $L(G)$ is the size of the largest weakly connected component of $G$. See Sect. 4.2 for tighter bounds.

not offering guarantees, we refer the reader to the comments by Riondato and Kornaropoulos [47, Sect. 2]. Table 2 shows a comparison of the sample space, sample size, and analysis techniques for the different works discussed in this section.

Riondato and Kornaropoulos [46, 47] present algorithms that employ the Vapnik-Chervonenkis (VC) dimension [53] to compute what is currently the tightest upper bound on the sample size sufficient to obtain guaranteed approximations of the BC of all nodes in a static graph. Their algorithms offer the same guarantees as ABRA but, to compute the sample size, they need to compute an upper bound on a characteristic quantity of the graph (the vertex-diameter, namely the maximum number of nodes on any shortest path). A progressive sampling algorithm based on the vertex-diameter was recently introduced [11]. Thanks to our use of Rademacher averages in a progressive random sampling setting, ABRA does not need to compute any characteristic quantity of the graph, and instead uses an efficient-to-evaluate stopping condition to determine when the approximated BC values are close to the exact ones. This allows ABRA to use smaller samples and be much faster than the algorithms by Riondato and Kornaropoulos [47].

A number of works [21, 28, 32, 33, 38, 39, 44] focused on computing the exact BC for all nodes in a dynamic graph, taking into consideration different update models. None of these algorithms is provably asymptotically faster than a complete computation from scratch using Brandes’ algorithm [14] on general graphs (some of them are faster than BA on some specific classes of input and under some specific update models), and they all require significant amount of space (more details about these works can be found in [8, Sect. 2]). In contrast, Bergamini and Meyerhenke [8, 9] built on the work by Riondato and Kornaropoulos [47] to derive an algorithm for maintaining high-quality approximations of the BC of all nodes when the graph is dynamic and both additions and deletions of edges are allowed. Due to the use of the algorithm by Riondato and Kornaropoulos [47] as a building block, the algorithm must keep track of the vertex-diameter after an update to the graph. Our algorithm for dynamic graphs, instead, does not need this piece of information, and therefore can spend more time in computing the approximations, rather than in keeping track of global properties of the graph.

Hayashi et al. [24] recently proposed a data structure called Hypergraph Sketch to maintain the shortest path DAGs between pairs of nodes following updates to the graph. Their algorithm
uses random sampling and this novel data structure allows them to maintain a high-quality, probabilistically guaranteed approximation of the \(bc\) of all nodes in a dynamic graph. Their guarantees come from an application of the simple uniform deviation bounds (i.e., the union bound) to determine the sample size, as previously done by Jacob et al. [25] and Brandes and Pich [15]. As a result, the resulting sample size is excessively large, as it depends on the number of nodes in the graph. Our improved analysis using the Rademacher averages allows us to develop an algorithm that uses the Hypergraph Sketch with a much smaller number of samples, and is therefore faster.

Progressive random sampling with Rademacher Averages has been used by Elomaa and Kääriäinen [17] and Riondato and Upfal [48] in completely different settings, i.e., to train classification trees and to mine frequent itemsets respectively.

3 PRELIMINARIES

We now introduce the formal definitions and basic results that we use throughout the paper.

3.1 Graphs and Betweenness Centrality

Let \(G = (V, E)\) be a graph. \(G\) may be directed or undirected and may have non-negative weights on the edges. For any ordered pair \((u, v)\) of different nodes \(u \neq v\), let \(S_{uv}\) be the set of shortest paths (SPs) from \(u\) to \(v\), and let \(\sigma_{uv} = |S_{uv}|\). Given a path \(p\) between two nodes \(u, v \in V\), a node \(w \in V\) is internal to \(p\) if and only if \(w, u, w, v\), and \(p\) goes through \(w\). We denote as \(\sigma_{uv}(w)\) the number of SPs from \(u\) to \(v\) that \(w\) is internal to.

Definition 3.1 (Betweenness Centrality \((bc)\) [3, 19]). Given a graph \(G = (V, E)\), the Betweenness Centrality \((bc)\) of a node \(w \in V\) is defined as

\[
b(w) = \frac{1}{|V|(|V| - 1)} \sum_{(u, v) \in V \times V, u \neq v} \frac{\sigma_{uv}(w)}{\sigma_{uv}} \quad (\in [0, 1])
\]

An example of a graph and the associated \(bc\) values, taken from [47, Sect. 3] is shown in Fig. 1.\(^1\)

\[\begin{array}{lcccccccc}
\text{Vertex} & v & a & b & c & d & e & f & g & h \\
\hline
b(v) & 0 & 0.125 & 0.0536 & 0.0179 & 0.0357 & 0.0893 & 0.125 & 0 \\
\end{array}\]

(a) Example graph

(b) \(bc\) values

Fig. 1. Example of \(bc\)

Many variants of \(bc\) have been proposed in the literature, including, e.g., one for edges [40] and one limited to random walks of a fixed length [31]. Our results can be extended to many of these variants, following the same discussion as in [47, Sect. 6].

In this work we focus on computing an \(\varepsilon\)-approximation of the collection \(B = \{b(w), w \in V\}\).

Definition 3.2 (\(\varepsilon\)-approximation). Given \(\varepsilon \in (0, 1)\), an \(\varepsilon\)-approximation to \(B\) is a collection

\[
\overline{B} = \left\{ b(w), w \in V \right\}
\]

\(^1\)The \(bc\) values reported by Riondato and Kornaropoulos [47] are not correct. We report corrected values.
such that, for all \( w \in V \),
\[
\left| \tilde{b}(w) - b(w) \right| \leq \varepsilon .
\]

In Sect. 4.5 we show a relative (i.e., multiplicative) error variant for the \( k \) nodes with highest \( bc \).

### 3.2 Rademacher Averages

Rademacher Averages [29] are fundamental concepts to study the rate of convergence of a set of sample averages to their expectations. They are at the core of statistical learning theory [53] but their usefulness extends way beyond the learning framework [48]. We present here only the definitions and results that we use in our work and we refer the readers to, e.g., the book by Shalev-Shwartz and Ben-David [51] for in-depth presentation and discussion.

While the Rademacher complexity can be defined on an arbitrary measure space, we restrict our discussion here to a sample space that consists of a finite domain \( D \) and the uniform distribution over the elements of \( D \). Let \( F \) be a family of functions from \( D \) to the interval \([0,1]\)^2 and let \( S = \{s_1, \ldots, s_\ell\} \) be a collection of \( \ell \) independent uniform samples from \( D \). For each \( f \in F \), define
\[
\begin{align*}
    m_D(f) &= \frac{1}{|D|} \sum_{c \in D} f(c) \quad \text{and} \\
    m_S(f) &= \frac{1}{\ell} \sum_{i=1}^\ell f(s_i) .
\end{align*}
\]

It holds
\[
    m_D(f) = \mathbb{E}[f] \quad \text{and} \quad \mathbb{E}[m_S(f)] = m_D(f) .
\]

Given \( S \), we are interested in bounding the maximum deviation of \( m_S(f) \) from \( m_D(f) \) among all \( f \in F \), i.e., the quantity
\[
\sup_{f \in F} \left| m_S(f) - m_D(f) \right| .
\]

For \( 1 \leq i \leq \ell \), let \( \lambda_i \) be a Rademacher random variable (r.v.), i.e., a r.v. that takes value 1 with probability \( 1/2 \) and \(-1\) with probability \( 1/2 \). The r.v.’s \( \lambda_i \) are independent. Consider the quantity
\[
    R_F(S) = \mathbb{E}_S \left[ \sup_{f \in F} \frac{1}{\ell} \sum_{i=1}^\ell \lambda_i f(s_i) \right] ,
\]
where the expectation is taken only w.r.t. the Rademacher r.v.’s, i.e., conditioning on \( S \). The quantity \( R_F(S) \) is known as the (conditional) Rademacher average of \( F \) on \( S \).

The connection between \( R_F(S) \) and the maximum deviation (2) is a key result in statistical learning theory. Classically, e.g., in textbooks and surveys, the connection has been presented using suboptimal bounds that are useful for conveying the intuition behind the connection, but inappropriate for practical use (see, e.g., [51, Thm. 26.5], and compare the bounds presented therein with the ones presented in the following). Tighter although more complex bounds are available [41, 42]. Specifically, we use Thm. 3.3, which is an extension of [41, Thm. 3.11] to a probabilistic tail bound for the supremum of the absolute value of the deviation for functions with co-domain \([0,1]\).

---

2The fact that the co-domain of the functions in \( F \) is the interval \([0,1]\) is of crucial importance, as many of the results presented in this section are valid only for such functions, although they can be extended to general non-negative functions.

3In this work, we deal, for the most part, with the conditional Rademacher average, rather than with its expectation over the possible samples (which is known as the “Rademacher average”, without specializing adjectives). Hence we usually omit the specification "conditional", unless it is needed to avoid confusion.
Theorem 3.3. Let $S$ be a collection of $\ell$ independent uniform samples from $D$. Let $\eta \in (0, 1)$. Then, with probability at least $1 - \eta$,

$$\sup_{f \in \mathcal{F}} |m_S(f) - m_D(f)| \leq 2R_{\mathcal{F}}(S) + \frac{\ln \frac{3}{\eta} + \sqrt{\left[ \ln \frac{3}{\eta} + 4\ell R_{\mathcal{F}}(S) \right] \ln \frac{3}{\eta}}}{\ell} + \sqrt{\frac{\ln \frac{3}{\eta}}{2\ell}}.$$

(4)

Even more refined bounds than the ones presented above are available [42] but, as observed by Oneto et al., in practice they do not seem to perform better than the one presented in (4).

Computing, or even estimating, the expectation in (3) w.r.t. the Rademacher r.v.'s is not straightforward and can be computationally expensive, requiring a time-consuming Monte Carlo simulation [12]. For this reason, upper bounds to the Rademacher average are usually employed in (4) in place of $R_{\mathcal{F}}(S)$. A powerful and efficient-to-compute bound is presented in Thm. 3.4. Given $S$, consider, for each $f \in \mathcal{F}$, the vector $v_{f,S} = (f(s_1), \ldots, f(s_\ell))$, and let $V_S = \{v_{f,S}, f \in \mathcal{F}\}$ be the set of such vectors ($|V_S| \leq |\mathcal{F}|$, as there may be distinct functions of $\mathcal{F}$ with identical vectors).

Theorem 3.4. Let $w : \mathbb{R}^+ \to \mathbb{R}^+$ be the function

$$w(r) = \frac{1}{r} \ln \left( \sum_{v \in V_S} \exp \left[ \frac{r^2 \|v\|^2_2}{2\ell^2} \right] \right),$$

(5)

where $\| \cdot \|_2$ denotes the $\ell_2$-norm (Euclidean norm). Then

$$R_{\mathcal{F}}(S) \leq \min_{r \in \mathbb{R}^+} w(r).$$

(6)

This result is obtained from a careful reading of the proof of Massart’s Lemma [51, Lemma 26.8].

The function $w$ is convex, continuous in $\mathbb{R}^+$, and has first and second derivatives w.r.t. $r$ everywhere in its domain, so it is possible to minimize it efficiently using standard convex optimization methods [13]. More refined bounds can be derived but are more computationally expensive to compute [2].

3.2.1 Rademacher averages for relative-error approximation. In this section we discuss how to obtain an upper bound to the supremum of a specific relative (i.e., multiplicative) deviation of sample means from their expectations, for a family $\mathcal{F}$ of functions from a domain $D$ to $[0, 1]$.

Let $S = \{s_1, \ldots, s_\ell\}$ be a collection of $\ell$ elements from $D$. Given a parameter $\theta \in (0, 1]$, we are interested specifically in giving probabilistic bounds to the quantity

$$\sup_{f \in \mathcal{F}} \frac{|m_D(f) - m_S(f)|}{\max\{\theta, m_D(f)\}}.$$  (7)

Li et al. [36] used pseudodimension to study the quantity

$$\sup_{f \in \mathcal{F}} \frac{|m_D(f) - m_S(f)|}{m_D(f) + m_S(f) + \theta}.$$  (8)

Har-Peled and Sharir [22] derived their concept of relative $(\theta, \varepsilon)$-approximation from this quantity and were only concerned with binary functions. The quantity in (8) has been studied often in the literature of statistical learning theory [23], [4, Sect. 5.5], [12, Sect. 5.1], while other works [5, 7, 16], [12, Sect. 5.1] focused on the quantity

$$\sup_{f \in \mathcal{F}} \frac{|m_D(f) - m_S(f)|}{\sqrt{m_D(f)}}.$$  

We study the quantity in (7) because it applies to our specific case.
It is easy to see that
\[
\sup_{f \in \mathcal{F}} \frac{|m_D(f) - m_S(f)|}{\max\{\theta, m_D(f)\}} \leq \sup_{f \in \mathcal{F}} \frac{|m_D(f) - m_S(f)|}{\theta}.
\] (9)

Therefore, a bound to the r.h.s. of this equation implies a bound to the quantity from (7) that we are interested in. We can use Thm. 3.3 to obtain a bound to the supremum of the absolute deviations of the sample means from their expectations for the functions in \(\mathcal{F}^+\), and then divide this bound by \(\theta\).

**Theorem 3.5.** Let \(\eta \in (0, 1)\). Let \(\mathcal{S}\) be a collection of \(\ell\) elements of \(\mathcal{D}\) sampled independently. Then, with probability at least \(1 - \eta\),
\[
\sup_{f \in \mathcal{F}} \frac{|m_D(f) - m_S(f)|}{\max\{\theta, m_D(f)\}} \leq \frac{1}{\theta} \left(2R_\mathcal{F}(S) + \frac{\ln(3/\eta)}{\ell} + \frac{\ln(3/\eta)}{4\ell R_\mathcal{F}(S)} + \frac{\ln(3/\eta)}{2\ell} \right).
\]

### 3.3 Pseudodimension

Before introducing the pseudodimension, we must recall some notions and results about the Vapnik-Chervonenkis (VC) dimension. We refer the reader to the books by Shalev-Shwartz and Ben-David [51] and by Anthony and Bartlett [4] for an in-depth exposition of VC-dimension and pseudodimension.

**VC-Dimension.** Let \(\mathcal{D}\) be a (potentially infinite) domain and let \(\mathcal{R}\) be a collection of subsets of \(\mathcal{D}\) \((\mathcal{R} \subseteq 2^\mathcal{D})\). We call \(\mathcal{R}\) a *rangenest on \(\mathcal{D}\)*, and its elements are called ranges. Given \(A \subseteq \mathcal{D}\), the projection of \(\mathcal{R}\) on \(A\) is \(P_\mathcal{R}(A) = \{R \cap A, R \in \mathcal{R}\}\). When \(P_\mathcal{R}(A) = 2^A\), we say that \(A\) is shattered by \(\mathcal{R}\). The VC-dimension of \(\mathcal{R}\), denoted as \(VC(\mathcal{R})\), is the size of the largest subset of \(\mathcal{B}\) that can be shattered.

For example, let \(\mathcal{D} = \mathbb{R}\) and let \(\mathcal{R}\) be the collection of closed intervals of \(\mathbb{R}\), i.e.,
\[
\mathcal{R} = \{[a, b], a < b \in \mathbb{R}\}.
\]
A set \(A\) of two different points \(A = \{c, d\}\) s.t. \(c, d \in \mathbb{R}\) can be shattered as follows. W.l.o.g., let \(c < d\), and define \(g = c + (d - c)/2\), and let \(h_1\) and \(h_2\) be such that \(h_1 < h_2 < c\). Consider the ranges \([h_1, h_2]\), \([c, g]\), \([g, d]\), \([c, d]\). Each intersection of each of one of these ranges with \(A\) is a different subset of \(\{c, d\}\), and for each \(B\) of the four subsets of \(A\) there is one range \(R_B\) of the four above such that \(A \cap R_A = B\). Thus \(P_\mathcal{R}(A) = 2^A\), i.e., the set \(A\) is shattered by \(\mathcal{R}\).

Consider now a set \(C = \{c, d, f\}\) of three different points \(c < d < f \in \mathbb{R}\). There is no range \(R \in \mathcal{R}\) such that \(R \cap C = \{c, f\}\). Indeed all intervals that contain \(c\) and \(f\) must also contain \(d\). Thus, \(C\) cannot be shattered, because it must be \(P_\mathcal{R}(C) \neq 2^C\). This fact holds for all sets \(C\) of three points, so the VC-dimension of \(\mathcal{R}\) is \(VC(\mathcal{R}) = 2\).

**Pseudodimension.** Let \(\mathcal{F}\) be a class of functions from some domain \(U\) to \([0, 1]\). Consider, for each \(f \in \mathcal{F}\), the subset \(R_f\) of \(D = U \times [0, 1]\) defined as
\[
R_f = \{(x, t), x \in U \text{ and } t \leq f(x)\}.
\]
We define a rangenset \(\mathcal{F}^+\) on \(\mathcal{D}\) as
\[
\mathcal{F}^+ = \{R_f, f \in \mathcal{F}\}.
\]
The pseudodimension of \(\mathcal{F}\) [43], denoted as PD(\(\mathcal{F}\)) is the VC-dimension of \(\mathcal{F}^+\) [4, Sect. 11.2],
\[
PD(\mathcal{F}) = VC(\mathcal{F}^+)\.
\]
For example, consider the family \(\mathcal{F}\) of functions from \(U = (0, 1)\) to \([0, 1]\)
\[
\mathcal{F} = \{f_k(x) = kx, \text{ for } 0 < k \leq 1\}.
\]
The pseudodimension of $\mathcal{F}$ is $\text{PD}(\mathcal{F}) = 1$. Indeed, for each $f_k \in \mathcal{F}$, i.e., for each $0 < k \leq 1$, the set $R_{f_k} = R_k$ is
\[ R_k = \{(x, y), 0 \leq x \leq 1 \text{ and } y \leq kx\}. \]

It is a useful exercise to check how to shatter a set containing a single point $(x, y)$, $0 \leq x, y \leq 1$.

To show that $\text{PD}(\mathcal{F}) = 1$ we need to show that no set $A$ of two pairs $(x_1, y_1)$ and $(x_2, y_2)$ can be shattered by $\mathcal{F}^+$. First of all, notice that it must be $y_1 \leq x_1$ and $y_2 \leq x_2$ because there is no range $R_k$ that contains $(x, y)$ if $y > x$. Assume now w.l.o.g. that $x_1 \leq x_2$. If $y_1 > y_2$, then there is no $k \in [0, 1]$ such that $kx_1 \geq y_1$ and $kx_2 < y_2$, thus there is no range $R_k$ such that $A \cap R_k = \{(x_1, y_1)\}$. If instead $y_1 \leq y_2$, then let $z = y_2/x_2$. We have to consider two sub-cases:

1. if $y_1 > zx_1$, then there is no $k \in [0, 1]$ such that $kx_1 \geq y_1$ and $kx_2 < y_2$, thus there is no range $R_k$ such that $A \cap R_k = \{(x_1, y_1)\}$. To see this, assume that such a $k$ exists. Then it would hold that $k > z$ because $kx_1 \geq y_1 > zx_1$, thus $kx_2 > zx_2 = y_2$, which is a contradiction.
2. if $y_1 \leq zx_2$, then there is no $k \in [0, 1]$ such that $kx_1 < y_1$ and $kx_2 \geq y_2$, thus there is no range $R_k$ such that $A \cap R_k = \{(x_2, y_2)\}$. To see this, assume that such a $k$ exists. Then it would hold that $k < z$ because $kx_1 < y_1 \leq zx_1$, thus $kx_2 < zx_2 = y_2$, which is a contradiction.

Hence, the set $A$ cannot be shattered, implying $\text{PD}(\mathcal{F}) = 1$.

The fundamental result that we use is that having an upper bound on the pseudodimension allows to bound the supremum of the deviations from (2), as stated in the following theorem.

**Theorem 3.6 ([36]).** Let $U$ be a domain and $\mathcal{F}$ be a family of functions from $U$ to $[0, 1]$. Let $\text{PD}(\mathcal{F}) \leq d$. Given $\epsilon, \eta \in (0, 1)$, let $\mathcal{S}$ be a collection of elements sampled independently and uniformly at random from $D$, with size
\[ |\mathcal{S}| = \frac{c}{\epsilon^2} \left( d + \log \frac{1}{\eta} \right). \]  

Then
\[ \Pr(\text{there is } f \in \mathcal{F} \text{ s.t. } |m_D(f) - m_{\mathcal{S}}(f)| > \epsilon) < \eta. \]

The constant $c$ is universal, i.e., it does not depend on $U$, $\mathcal{F}$, or $\mathcal{S}$. It is estimated to be less than 0.5 [37].

The following two technical but completely general lemmas are, to the best of our knowledge, new. They presents constraints on the sets that can actually be shattered by a rangeset, allowing the analyst to focus only on such set to prove bounds on the pseudodimension. We use them later to show upper bounds to the number of samples needed by ABRA.

**Lemma 3.7.** Let $B \subseteq D (D = U \times [0, 1])$ be a set that is shattered by $\mathcal{F}^+$. Then $B$ can contain at most one element $(d, x) \in D$ for each $d \in U$.

**Proof.** Let $d \in U$ and consider any two distinct values $x_1, x_2 \in [0, 1]$. Let, w.l.o.g., $x_1 < x_2$ and let $B = \{(d, x_1), (d, x_2)\}$. From the definitions of the ranges, there is no $R \in \mathcal{F}^+$ such that $R \cap B = \{(d, x_1)\}$, therefore $B$ can not be shattered, and so neither can any of its supersets. \qed

**Lemma 3.8.** Let $B \subseteq D (D = U \times [0, 1])$ be a set that is shattered by $\mathcal{F}^+$. Then $B$ does not contain any element in the form $(d, 0)$, for any $d \in U$.

**Proof.** For any $d \in U$, $(d, 0)$ is contained in every $R \in \mathcal{F}^+$, hence given a set $B = \{(d, 0)\}$ it is impossible to find a range $R_0$ such that $B \cap R_0 = \emptyset$, therefore $B$ can not be shattered, nor can any of its supersets, hence the thesis. \qed
4 APPROXIMATING BETWEENNESS CENTRALITY IN STATIC GRAPHS

We now present and analyze ABRA-s, our progressive sampling algorithm that computes, with probability at least $1 - \delta$, an $\epsilon$-approximation to the collection of exact $bc$ values in a static graph. Many of the details and properties of ABRA-s are shared with the other ABRA algorithms we present in later sections.

Progressive Sampling. Progressive sampling algorithms are intrinsically iterative. At a high level, they work as follows. At iteration $i$, the algorithm extracts an approximation of the values of interest (in our case, of the $bc$ of all nodes) from a collection $S_i$ of $|S_i|$ random samples from a suitable domain $D$ (in our case, the samples are pairs of different nodes). Then, the algorithm checks a specific stopping condition that uses information obtained from the sample $S_i$ and from the computed approximation. If the stopping condition is satisfied, then the approximation has, with at least the required probability (in our case $1 - \delta$), the desired quality (in our case, it is an $\epsilon$-approximation). The approximation is then returned in output and the algorithm terminates. If the stopping condition is not satisfied, the algorithm builds a collection $S_{i+1}$ by adding random samples to $S_i$ until it has size $S_{i+1}$. Then it computes a new approximation from the so-created collection $S_{i+1}$, and checks the stopping condition again and so on.

There are two main challenges for the designer of progressive sampling algorithm: deriving a good stopping condition and determining good choices for the initial sample size $S_1$ and the subsequent sample sizes $S_{i+1}$, $i \geq 1$.

An ideal stopping condition is such that:

1. when satisfied, it guarantees that the computed approximation has the desired quality properties (in our case, the approximation is, with probability at least $1 - \delta$, an $\epsilon$-approximation); and
2. it can be evaluated efficiently; and
3. it is "weak", in the sense that is satisfied at small sample sizes.

The stopping condition for ABRA-s (presented in the following) is based on Thm. 3.3 and Thm. 3.4, and has all the above desirable properties.

The second challenge is determining the sample schedule $(S_i)_{i \geq 0}$. Any monotonically increasing sequence of positive numbers can act as sample schedule, but the goal in designing a good sample schedule is to minimize the number of iterations that are needed before the stopping condition is satisfied, while minimizing the sample size $S_i$ at the iteration $i$ at which this happens. The sample schedule is fixed in advance, but an adaptive approach allows to find a reasonable initial sample size and then skip directly to a sample size at which the stopping condition is likely satisfied. We developed such a general adaptive approach which can be used also in other progressive sampling algorithms and is not specific to ABRA (see Sect. 4.1.2.)

4.1 Algorithm Description and Analysis

ABRA-s takes as input a graph $G = (V, E)$, which may be directed or undirected and may have non-negative weights on the edges, a sample schedule $(S_i)_{i \geq 1}$, and two parameters $\epsilon, \delta \in (0, 1)$. It outputs a collection $\hat{B} = \{\hat{b}(w), w \in V\}$ that is, with probability at least $1 - \delta$, an $\epsilon$-approximation of the betweenness centralities $B = \{b(w), w \in V\}$. Let $D = \{(u, v) \in V \times V, u \neq v\}$ be the set of all pairs of distinct nodes. For each node $w \in V$, let $f_w : D \rightarrow [0, 1]$ be the function

$$f_w(u, v) = \frac{\sigma_{uw}(w)}{\sigma_{uw}}.$$  

ACM Transactions on Knowledge Discovery from Data, Vol. 0, No. 0, Article 0. Publication date: April 2018.
i.e., $f_w(u, v)$ is the fraction of shortest paths (SPs) from $u$ to $v$ that go through $w$ (i.e., that $w$ is internal to.) Let $\mathcal{F} = \{f_w, w \in V\}$ be the set of these functions. Given this definition, we have that

$$m_{\mathcal{D}}(f_w) = \frac{1}{|\mathcal{D}|} \sum_{(u, v) \in \mathcal{D}} f_w(u, v) = \frac{1}{|V|(|V| - 1)} \sum_{(u, v) \in V \times V, u \neq v} \frac{\sigma_{wuv}(w)}{\sigma_{wuv}} = b(w).$$

The intuition behind ABRA-s is the following. Let $S = \{(u_i, v_i), 1 \leq i \leq \ell\}$ be a collection of $\ell$ pairs $(u, v)$ sampled independently and uniformly from $\mathcal{D}$. For the sake of clarity, we define

$$\bar{b}(w) = m_S(f_w) = \frac{1}{\ell} \sum_{i=1}^{\ell} f_w(u_i, v_i) = \frac{1}{\ell} \sum_{i=1}^{\ell} \frac{\sigma_{u_iv_i}(w)}{\sigma_{u_iv_i}}.$$

For each $w \in V$ consider the vector

$$v_w = (f_w(u_1, v_1), \ldots, f_w(u_\ell, v_\ell)).$$

It is easy to see that $\bar{b}(w) = \|v_w\|_1/\ell$. Let now $\mathcal{V}_S$ be the set of these vectors, i.e.,

$$\mathcal{V}_S = \{v_w, w \in V\}.$$

It is possible that $|\mathcal{V}_S| \leq |V|$ as there may be two different nodes $u$ and $v$ with $v_u = v_v$. This is indeed the usual case in practice. If we have complete knowledge of the set $\mathcal{V}_S$ (i.e., of its elements), then we can compute the quantity

$$\omega^* = \min_{r \in \mathbb{R}^+} \frac{1}{r} \ln \left( \sum_{v \in \mathcal{V}_S} \exp \left( \frac{r^2 \|v\|_2^2}{2\ell^2} \right) \right),$$

which, from Thm. 3.4, is an upper bound to $\mathbb{R}_F(S)$. We can use $\omega^*$ to obtain an upper bound $\xi_S$ to the supremum of the absolute deviation by plugging $\omega^*$ in (4). It follows from Thm. 3.3 that the collection $\bar{B} = \{b(w) = \|v_w\|_1/\ell, w \in V\}$ is, with probability at least $1 - \phi$, a $\xi_S$-approximation to the exact betweenness values.

ABRA-s builds on this intuition and works as follows. The algorithm builds a collection $S$ by sampling pairs $(u, v)$ independently and uniformly at random from $\mathcal{D}$ until $S$ has size $S_1$. After sampling a pair $(u, v)$, ABRA-s performs an $s - t$ SP computation from $u$ to $v$ and then backtracks from $v$ to $u$ along the SPs just computed, to keep track of the set $\mathcal{V}_S$ of vectors (details given below). For clarity of presentation, let $S_i$ denote $S$ when it has size exactly $S_i$, and analogously for $S_i$ and $S_i, i > 1$. Once $S_1$ has been “built”, ABRA-s computes $\xi_{S_1}$ as described earlier, using $\phi_1 = \delta/2^4$. It then checks whether $\xi_{S_1} \leq \varepsilon$. This is ABRA-s stopping condition when it holds, ABRA-s returns

$$\bar{B} = \{b(w) = \|v_w\|_1/S_1, w \in V\}.$$

Otherwise, ABRA-s iterates and continues adding samples from $\mathcal{D}$ to $S$ until it has size $S_2$, and so on until $\xi_{S_i} \leq \varepsilon$ holds. The pseudocode for ABRA-s is presented in Alg. 1, while the steps to update $\mathcal{V}_S$, described in the following, are in Alg. 2.

---

4A different stopping condition for generic progressive sampling using Rademacher average was presented by Koltchinskii et al. [30] and used by Elomaa and Kääriäinen [17]. We choose to use ours because it is more efficient to compute.
Algorithm 1: ABRA-s: absolute error approximation of \(bc\) on static graphs

**Input:** Graph \(G = (V, E)\), sample schedule \((S_i)_{i \geq 1}\), accuracy parameter \(\varepsilon \in (0, 1)\), confidence parameter \(\delta \in (0, 1)\).

**Output:** Pair \((\bar{B}, \xi)\) such that \(\xi \leq \varepsilon\) and \(\bar{B}\) is a set of \(bc\) approximations for all nodes in \(V\), which is, with probability at least \(1 - \delta\), an \(\xi\)-approximation to \(B = \{b(w), w \in V\}\).

1. \(D \leftarrow \{(u, v) \in V \times V, u \neq v\}\)
2. \(S_0 \leftarrow 0\)
3. \(0 = (0)\)
4. \(V = \{0\}\)
5. foreach \(w \in V\) do \(M[w] = 0\)
6. \(c_0 \leftarrow |V|\)
7. \(i \leftarrow 1, j \leftarrow 1\)
8. while True do
   9.     for \(\ell \leftarrow 1 \text{ to } S_i - S_{i-1}\) do
      10. \((u, v) \leftarrow \text{uniform_random_sample}(D)\)
      11. \(\text{compute_SPs}(u, v)\) //Truncated SP computation
      12.     if reached \(v\) then
      13.         foreach \(z \in P_u[v]\) do \(\sigma_{zu} \leftarrow 1\)
      14.     foreach node \(w\) on a SP from \(u\) to \(v\), in reverse order by \(d(u, w)\) do
      15.         \(\sigma_{uw} \leftarrow \sigma_{uw} \times \sigma_{wv}\)
      16.     update_structures() //See Alg. 2
      17.     \(j \leftarrow j + 1\)
      18.     \(\omega_i \leftarrow \min_{r \in \mathbb{R}^+} \frac{1}{\varepsilon} \ln \left( \sum_{v \in \mathcal{V}} \exp \left( r^2 \frac{\|v\|^2}{(2S_i^2)} \right) \right)\)
      19.     \(\phi_i \leftarrow \delta/(2^i)\)
      20.     \(\xi_i \leftarrow 2\omega_i + \frac{\ln(3/\phi_i)}{S_i} + \frac{\sqrt{\ln(3/\phi_i) + 4S_i \omega_i \ln(3/\phi_i)}}{2S_i}\)
      21.     if \(\xi_i \leq \varepsilon\) then
      22.         break
      23.     else
      24.         \(i \leftarrow i + 1\)
      25.     end
      26.     \(\bar{B} \leftarrow \{\bar{b}(w) \leftarrow ||M[w]||_1/S_i, w \in V\}\)
      27.     return \((\bar{B}, \xi)\)

Algorithm 2: update_structures

1. \(v \leftarrow M[w]\)
2. \(v' \leftarrow v \cup \{(j, \sigma_{zu}(w)/\sigma_{u,v})\}\)
3. if \(v' \notin \mathcal{V}\) then
   4.     \(c_v \leftarrow 1\)
   5.     \(\mathcal{V} \leftarrow \mathcal{V} \cup \{v'\}\)
4. else \(c_v' \leftarrow c_v' + 1\)
5. \(M[w] \leftarrow v'\)
6. if \(c_v > 1\) then \(c_v \leftarrow c_v - 1\)
7. else \(\mathcal{V} \leftarrow \mathcal{V} \setminus \{v\}\)

**Computing and maintaining the set \(\mathcal{V}_S\).** We now discuss in details how ABRA-s efficiently maintains the set \(\mathcal{V}_S\) of vectors, which is used to compute the value \(\xi_S\) and the values \(\bar{b}(w) = ACM Transactions on Knowledge Discovery from Data, Vol. 0, No. 0, Article 0. Publication date: April 2018.
where the value $\sigma_{uv}(w)$ is obtained during the $s-t$ SP computation, and the values $\sigma_{zu}$ are computed recursively during the backtracking (line 17), as described by Brandes [14]. After computing $\sigma_{uv}(w)$, the algorithm takes the vector $v \in V_S$ such that $M[w] = v$ and creates a new vector $v'$ by appending $\sigma_{uz}(w)/\sigma_{zu}$ to the end of $v$. Then it adds $v'$ to the set $V_S$, updates $M[w]$ to $v'$, and increments the counter $c_v$ by one (lines 1 to 7 of Alg. 2). Finally, the algorithm decrements the counter $c_v$ by one, and if $c_v$ becomes equal to zero, ABRA-s removes $v$ from $V_S$ (line 9 of Alg. 2). At this point, the algorithm moves to analyzing another node $w'$ with distance from $u$ less or equal to the distance of $w$ from $u$. It is easy to see that when the backtracking reaches $u$, the set $V_S$, the map $M$, and the counters, have been correctly updated. An example of how the data structures evolves from one sample to the other is shown in Fig. 2.

We remark that to compute $\tilde{\ell}_S$ and $\tilde{B}$ and to keep the map $M$ up to date, ABRA-s does not actually need to store the vectors in $V_S$ (even in sparse form), but it is sufficient to maintain their $\ell_1$ and $\ell_2$ (i.e., Euclidean) norms, which require much less space, at the expense of some additional bookkeeping.

4.1.1 Quality guarantees. The following theorem shows the guarantees given by ABRA-s.

**Theorem 4.1.** Let $r$ be the index of the last iteration of the algorithm, and let $(\tilde{B}, \tilde{\ell}_S, \tilde{\ell}_r)$ be the output. With probability at least $1 - \delta$, $\tilde{B}$ is an $\tilde{\ell}_S$,-approximation to the set $B = \{b(w), w \in V\}$.

Since $\tilde{\ell}_S \leq \epsilon$, we have that $\tilde{B}$ is at least an $\epsilon$-approximation, as required by the user.

We now prove Thm. 4.1.

Consider a sequence $(X_j)_{j \geq 1}$ of random variables, where each $X_j$ is a pair of distinct nodes $(u, v)$ sampled independently and uniformly at random from $D \subset V \times V$. We can reason about the sequence $(X_j)_{j \geq 1}$ independently from the algorithm.

---

5 Storing the set of immediate predecessors is not necessary. By not storing it, we can reduce the space complexity from $O(|E|)$ to $O(|V|)$, at the expense of some additional computation at runtime.

6 The pseudocode of ABRA-s uses a sparse representation for the vectors $v \in V_S$, storing only the non-zero components of each $v$ as pairs $(j, g)$, where $j$ is the component index and $g$ is the value of that component.
(a) A portion of the graph

(b) Before the update

(c) After the update

Fig. 2. Example of the evolution of the data structures. Fig. 2a shows the relevant portion of the graph. The algorithm samples the pair \((u, v)\). Figs. 2b and 2c show the data structures \(M\) and \(S\), and the counter \(c_v\) for the relevant nodes \(w, z,\) and \(y\) before and after the update, respectively.

Let \((S_i)_{i \geq 1}\) be the sample schedule fixed by the user. Consider the sequences \((X_j)_{j \geq 1}\) and \((S_i)_{i \geq 1}\) and let \((S_i)_{i \geq 1}\) be the sequence s.t.
\[
S_i = \{X_1, \ldots, X_{S_i}\}, \text{ for all } i \geq 1 .
\]

**FACT 1.** For every \(i \geq 1, S_i = \{X_1, \ldots, X_{S_i}\}\) is a collection of \(i\) independent uniform samples from \(D\).

Given \(\delta \in (0, 1)\), let \((\phi_i)_{i \geq 1}\) be the sequence s.t.
\[
\phi_i = \frac{\delta}{2i}, \text{ for all } i \geq 1 .
\]

Given any collection \(S = \{(u_1, v_1), \ldots, (u_k, v_k)\}\) of elements from \(D\), let \(V_S\) be the set of vectors
\[
V_S = \left\{ v_w = \left( \frac{\sigma_{u_1v_1}(w)}{\sigma_{u_1v_1}}, \ldots, \frac{\sigma_{u_kv_k}(w)}{\sigma_{u_kv_k}} \right), w \in V \right\},
\]
and let
\[
\omega(S) = \min_{r \in \mathbb{R}^+} \frac{1}{r} \ln \left( \sum_{v \in V_S} \exp \left[ \frac{r^2 \|v\|^2}{2|S|^2} \right] \right) .
\]

For \(\lambda \in (0, 1)\), define
\[
\xi(S, \lambda) = 2\omega(S) + \frac{\ln(3/\lambda) + \sqrt{(\ln(3/\lambda) + 4|S|\omega(S)) \ln(3/\lambda)}}{|S|} + \sqrt{\frac{\ln(3/\lambda)}{2|S|}} .
\]

**LEMMA 4.2.** Let \(\delta \in (0, 1)\). Then
\[
\Pr \left( \exists i > 0 \text{ s.t. } \sup_{w \in V} |b_{S_i}(w) - b(w)| \geq \xi(S_i, \phi_i) \right) \leq \delta . \quad (12)
\]
The probability in (12) is taken over all realizations of the sequence \((S_i)_{i \geq 1}\), i.e., over all realizations of the sequence \((X_j)_{j \geq 1}\).

**Proof of Lemma 4.2.** From the union bound we have:

\[
\Pr \left( \exists i > 0 \text{ s.t. } \sup_{w \in V} |\bar{b}_{S_i}(w) - b(w)| \geq \xi(S_i, \phi_i) \right) \leq \sum_{i=1}^{\infty} \Pr \left( \sup_{w \in V} |\bar{b}_{S_i}(w) - b(w)| \geq \xi(S_i, \phi_i) \right).
\]

Since Fact 1 holds, we can apply Thm. 3.3 to each \(S_i\). Using the definition of \(\phi_i\) we have, for any fixed \(i\):

\[
\Pr \left( \sup_{w \in V} |\bar{b}_{S_i}(w) - b(w)| \geq \xi(S_i, \phi_i) \right) \leq \phi_i.
\]

Continuing from (13) using the above inequality, we then have

\[
\Pr \left( \exists i > 0 \text{ s.t. } \sup_{w \in V} |\bar{b}_{S_i}(w) - b(w)| \geq \xi(S_i, \phi_i) \right) \leq \sum_{i=1}^{\infty} \Pr \left( \sup_{w \in V} |\bar{b}_{S_i}(w) - b(w)| \geq \xi(S_i, \phi_i) \right)
\leq \sum_{i=1}^{\infty} \phi_i = \sum_{i=1}^{\infty} \frac{\delta}{2^i} = \delta. \quad \square
\]

Consider now a realization of the sequence \((X_j)_{j \geq 1}\), and therefore of the sequence \((S_i)_{i \geq 1}\). Imagine a variant of ABRA-s that, instead of performing the sampling of pairs of nodes independently and uniformly at random from \(D\) during the execution (line 10 of Alg. 1), is given the realizations of the collections \(S_i\) as input, and at the \(i\)-th iteration of the loop starting on line 8 of Alg. 1 “operates” on \(S_i \setminus S_{i-1}\) (i.e., the loop on lines 9–18 skips line 10 and uses the elements of \(S_i \setminus S_{i-1}\)), so that the quantity \(\omega_i\) computed on line 19 is exactly \(\omega(S_i)\), and the quantity \(\xi_i\) computed on line 21 is exactly \(\xi(S, \phi_i)\).

**Lemma 4.3.** Let \(r\) denote the last iteration after which this variant of ABRA-s stops, i.e., \(r\) is the minimal \(i\) such that \(\xi(S_i, \phi_i) \leq \epsilon\). With probability at least \(1 - \delta\), the output of this variant of ABRA-s is an \(\xi(S_r, \phi_r)\)-approximation to the set of exact betweenness centralities of all nodes.

The probability in the lemma is taken over all possible realizations of the sequence \((S_i)_{i \geq 1}\), i.e., of \((X_j)_{j \geq 1}\).

**Proof of Lemma 4.3.** Lemma 4.2 says that with probability at least \(1 - \delta\), the sequence \((S_i)_{i \geq 1}\) is such that it holds

\[
\sup_{w \in V} |\bar{b}_{S_i}(w) - b(w)| \leq \xi(S_i, \phi_i), \text{ for all } i \geq 1. \quad (14)
\]

Whether this property holds or not for the realization of \((S_i)_{i \geq 1}\), i.e., of \((X_j)_{j \geq 1}\), that is “fed” to the algorithm is completely independent from what the algorithm does. Indeed, the realization is fixed before the algorithm even starts.

Suppose (14) holds, which happens with probability at least \(1 - \delta\). The collection of pairs of nodes that the algorithm has seen is exactly the realization of \(S_r\). The property in (14) holds particularly for \(i = r\), where, as stated in the hypothesis, \(r\) is the last iteration actually done by the algorithm, i.e., the earliest iteration \(i\) such that \(\xi(S_i, \phi_i) \leq \epsilon\). Thus, it holds that

\[
\sup_{w \in V} |\bar{b}_{S_r}(w) - b(w)| \leq \xi(S_r, \phi_r) \leq \epsilon. \quad \square
\]

**Fact 2.** The distribution of the collection of pairs of nodes sampled by “vanilla” ABRA-s is the same as the distribution of the collection of transactions sampled by the variant of the algorithm described
above because, given the same random bits, “vanilla” \textsc{ABRA-s} and the variant generate exactly the same sequence of pairs of nodes.

By combining Lemma 4.3 and Fact 2 we obtain the correctness of the vanilla version of \textsc{ABRA-s}, thus proving Thm. 4.1.

4.1.2 Choosing a sample schedule. We now discuss how to choose a reasonable sample schedule \((S_i)_{i \geq 1}\), so that the algorithm terminates after having performed a small number of iterations at small sample sizes.

\textit{Initial sample size.} The initial sample size \(S_1\) should be such that
\[
S_1 \geq \frac{(1 + 8\varepsilon + \sqrt{1 + 16\varepsilon}) \ln(6/\delta)}{4\varepsilon^2}.
\] (15)

To understand the intuition behind the lower bound, recall (4), and consider that, at the beginning of the algorithm, there is obviously no information available about \(R_F(S_1)\), except that it is non-negative, i.e., \(R_F(S_1) \geq 0\). It follows that, for the r.h.s. of (4) to be at most \(\varepsilon\) at the end of the first iteration (i.e., for the stopping condition to be satisfied at this time), it is necessary that
\[
2\ln(6/\delta) + \sqrt{\frac{\ln(6/\delta)}{2S_1}} \leq \varepsilon.
\] (16)

Solving for \(S_1\) under the constraints \(S_1 \geq 1, \delta \in (0, 1), \varepsilon \in (0, 1)\), gives the unique solution in (15).

One may not want to set \(S_1\) equal to the r.h.s. of (15), because its derivation basically assumes that \(R_F(S_1) = 0\), which is unlikely if not impossible in practice and therefore it is almost guaranteed that, when \(S_1\) equals the r.h.s., the stopping condition would not be satisfied at this sample size. A more reasonable approach would be to multiply the r.h.s. of (15) by some quantity greater than one.

\textit{Successive sample sizes.} Any increasing sequence can be used as a sample schedule, but there is evidence that a geometrically increasing sample schedule, i.e., a sample schedule such that \(S_i = c^i S_1\), for some \(c > 1\), may be optimal [45].

4.1.3 Targeting a specific set of nodes. In some situations one may be interested in estimating the \(bc\) of only a subset \(R \subset V\) of the nodes of the graph. \textsc{ABRA-s} can be easily adapted to this scenario. W.r.t. the pseudocode presented in Alg. 1 and 2, the changes are the following:

1. the map \(M\) is initialized only with elements of \(R\) (line 5 of Alg. 1);
2. \(c_0\) is initialized to \(|R|\) (line 6);
3. \texttt{update\textunderscore\text{structures} on line 16 is only called if the node \(w\) belongs to \(R\).
4. The output collection \(\overline{B}\) only contains values for the nodes in \(R\).

We denote this variant as \textsc{ABRA-s-set}, and we use it in Sect. 4.5.

Restricting to a specific set \(R\) of nodes can only have a positive impact on the running time, as the stopping condition may be satisfied earlier than in \textsc{ABRA-s}.

4.2 Upper bounds on the number of samples

It is natural to ask whether, given a graph \(G = (V, E)\), there exists an integer \(s\) such that \textsc{ABRA-s} can stop and output \((\overline{B}, \xi)\) after having sampled \(s\) pair of nodes and \(\overline{B}\) will be, with probability at least \(1 - \delta\), a \(\xi\)-approximation with \(\xi \leq \varepsilon\), independently from whether the stopping condition is satisfied or not at that point in the execution. If such a sample size \(s\) exists, we can modify the stopping condition of \textsc{ABRA-s} to just stop after having examined a sample of that size, as we describe in Sect. 4.2.1. Such a sample size exists and it is a function of a characteristic quantity of the graph \(G\)
and of $\varepsilon$ and $\delta$. Its derivation uses pseudodimension [43], an extension of the Vapnik-Chervonenkis dimension to real-valued functions (see Sect. 3.3).

4.2.1 Using the upper bounds. The upper bounds to the pseudodimension presented in the following subsections can be used in a variant of ABRA-s as follows.

Before starting the sampling process (i.e., before entering the loop on line 8 in Alg. 1), an upper bound $d$ to the pseudodimension is computed (in the worst case, computing $d$ requires finding the weakly connected components of a slightly modified graph $G'$, see the discussion after Thm. 4.4). Let now, for any $i \geq 1$

$$W(i) = \frac{1}{\varepsilon^2} \left( d + \ln \frac{2^i \cdot 3}{\delta} \right) \quad \text{(compare with (10))}$$

and let

$$i^* = \min \{ i, S_{i-1} \leq W(i) \leq S_i \} .$$

The quantity $i^*$ is computed immediately after having computed $d$. ABRA-s is further modified to always set $\xi_{S_{i^*}}$ equal to $\varepsilon$ and exit the main loop at iteration $i^*$. In terms of the pseudocode from Alg. 1, this changes correspond to wrapping lines 19 to 25 in an if block with the condition "$i < i^*$". Line 25 is then followed by an else block that sets $\xi_{S_{i^*}}$ to $\varepsilon$ and calls break.

The correctness of this variant of ABRA-s comes from Thms. 3.6 and 4.1.

4.2.2 General Cases. We now show a general upper bound on the pseudodimension of $\mathcal{F}$. The derivation of this upper bound follows the one for VC-Dimension in [47, Sect. 4], adapted to our settings.

Let $G = (V, E)$ be a graph, and consider the family

$$\mathcal{F} = \{ f_w, w \in V \},$$

where $f_w$ goes from $\mathcal{D} = \{(u, v) \in V \times V, u \neq v\}$ to $[0, 1]$ and is defined in (11). The rangeset $\mathcal{F}^+$ contains one range $R_w$ for each node $w \in V$. The set $R_w \subseteq \mathcal{D} \times [0, 1]$ contains pairs in the form $((u, v), x)$, with $(u, v) \in \mathcal{D}$ and $x \in [0, 1]$. The pairs $((u, v), x) \in R_w$ with $x > 0$ are all and only the pairs in this form such that

1. $w$ is on a SP from $u$ to $v$; and
2. $x \leq \sigma_{uv}(w)/\sigma_{uv}$.

For any SP $p$ let $\text{Int}(p)$ be the set of nodes that are internal to $p$, i.e., not including the extremes of $p$. For any pair $(u, v)$ of distinct nodes, let

$$N_{uv} = \bigcup_{p \in S_{uv}} \text{Int}(p)$$

be the set of nodes in the SP DAG from $u$ to $v$, excluding $u$ and $v$, and let $s_{uv} = |N_{uv}|$. Let $H(G)$ be the maximum integer $h$ such that there are at least $\lceil \log_2 h \rceil + 1$ pairs $(u, v)$ such that is $s_{uv} = h$. Except in trivial cases, $H(G) > 0$.

**Theorem 4.4.** It holds $\text{PD}(\mathcal{F}) \leq \lceil \log_2 H(G) \rceil + 1$.

**Proof.** Let $k > \lceil \log_2 H(G) \rceil + 1$ and assume for the sake of contradiction that $\text{PD}(\mathcal{F}) = k$. From the definition of pseudodimension, we have that there is a set $Q$ of $k$ elements of the domain of $\mathcal{F}^+$ that is shattered.

From the definition of $H(G)$ and from Lemma 3.7, we have that $Q$ must contain an element $a = ((u, v), x), x > 0$, of the domain of $\mathcal{F}^+$ such that $s_{uv} < H(G)$.

There are $2^{k-1}$ non-empty subsets of $Q$ containing $a$. Let us label these non-empty subsets of $Q$ containing $a$ as $S_1, \ldots, S_{2^{k-1}}$, where the labelling is arbitrary. Given that $Q$ is shattered, for each
set $S_i$ there must be a range $R_i$ in $\mathcal{F}^+$ such that $S_i = Q \cap R_i$. Since all the $S_i$’s are different from each other, then all the $R_i$’s must be different from each other. Given that $a$ is a member of every $S_i$, $a$ must also belong to each $R_i$, that is, there are $2^{k-1}$ distinct ranges in $\mathcal{F}^+$ containing $a$. But $a$ belongs only to (not necessarily all) the ranges $R_w$ for $w \in N_{uw}$. This means that $a$ belongs to at most $s_{uw}$ ranges in $\mathcal{F}^+$.

But $s_{uw} < H(G)$, by definition of $H(G)$, so $a$ can belong to at most $H(G)$ ranges from $R_G$. Given that $2^{k-1} > H(G)$, we reached a contradiction and there cannot be $2^{k-1}$ distinct ranges containing $a$, hence not all the sets $S_i$ can be expressed as $Q \cap R_i$ for some $R_i \in \mathcal{F}^+$.

Then $Q$ cannot be shattered and we have

$$PD(\mathcal{F}) = VC(\mathcal{F}^+) \leq \lfloor \log_2 H(G) \rfloor + 1 .$$

\[ \square \]

Computing $H(G)$ exactly is not practical as it would defeat the purpose of using sampling. Instead, we now present looser but efficient-to-compute upper bounds on the pseudodimension of $\mathcal{F}$ which can be used in practice.

Let $G = (V, E)$ be a graph and let $G' = (V', E')$ be the graph obtained by removing from $V$ some nodes and from $E$ the edges incident to any of the removed nodes. Specifically:

- If $G$ is undirected, we obtain $V'$ by removing all nodes of degree 1 from $V$.
- If $G$ is directed, we obtain $V'$ by removing all nodes $u$ such that the elements of $E$ involving $u$ are either all in the form $(u, v)$ or are all in the form $(v, u)$.

Consider now the largest (in terms of number of nodes) *Weakly Connected Component* (WCC) of $G'$, and let $L$ be its size (number of nodes in it).

**Lemma 4.5.** It holds $PD(\mathcal{F}) \leq \lfloor \log_2 L \rfloor + 1$.

**Proof.** Let’s consider undirected graphs first. Each WCC of $G'$ is a subset (potentially improper) of one and only one WCC of $G$. Let $W$ be a WCC of $G$ ($W$ is a set of nodes, $W \subseteq V$) and let $W'$ be the corresponding WCC of $G'$ ($W' \subseteq V'$). Let $(u, v)$ be a pair of nodes in $W$. It holds $N_{uw} \subseteq W$, i.e., $W \cap N_{uw} = N_{uw}$. We want to show that $N_{uw} \subseteq W'$.

Let $v$ be any node in $W \setminus W'$ (if such a node exists, otherwise it must be $W' = W$ and therefore it must be $N_{uw} \subseteq W'$, since $N_{uw} \subseteq W$). It must be that $v \in V \setminus V'$, i.e., $v$ is one of the removed nodes, which must have had degree 1 in $G$. The node $v$ is not internal to any SP between any two nodes in $G$, i.e., $v \notin N_{zy}$ for any pair of nodes $(z, y) \in V \times V$, and particularly $v \notin N_{uw}$. This is true for any $v \in W \setminus W'$, hence $(W \setminus W') \cap N_{uw} = \emptyset$. It holds

$$W' \cap N_{uw} = (W \cap N_{uw}) \setminus ((W \setminus W') \cap N_{uw})$$

$$= N_{uw} \setminus \emptyset = N_{uw},$$

i.e., $N_{uw} \subseteq W'$. Thus, $|N_{uw}| \leq |W'|$, and therefore $H(G) \leq L$, from which we obtain the thesis, given Thm. 4.4.

Let’s now consider directed graphs. It is no longer true that each WCC of $G'$ is a subset (potentially improper) of one and only one WCC of $G$: there may be multiple WCCs of $G'$ that are subsets of a WCC of $G$, hence we cannot proceed as in the case of undirected graphs.

Let $\{u, v, w, z\}$ be a set of nodes in $V'$, such that at least three of them are distinct (if two of them are the same, we can assume w.l.o.g. that they are neither $u$ and $v$ nor $w$ and $z$), and such that there is a path (and hence a SP) in $G$ from $u$ to $v$ and from $w$ to $z$, and that all these nodes belong to the same WCC of $G$ but to two or more different WCCs of $G'$. We want to show that no set containing both $(u, v, x)$ and $(w, z, y)$ for some $x, y \in (0, 1)$ could have been shattered by $\mathcal{F}^+$.

\[ \text{This removal operation is done only once, not iteratively.} \]
Let $S = \{(u, v), (w, z)\}$, for $u, v, w, z$ as above. If $F^+$ cannot shatter $S$ then it cannot shatter any superset of $S$, so we can focus on $S$. We assumed that there is a SP from $u$ to $v$ and a SP from $w$ to $z$ in $G$. Any SP from $u$ to $v$ and from $w$ to $z$ still exists in $G'$, as the removed nodes are not internal to any SPs in $G$. Hence $u$ and $v$ belong to the same WCC $A$ in $G'$ and $w$ and $z$ belong to the same WCC $B$ in $G'$. We have, by construction of $u, v, w, z$ that $A \neq B$.

Assume that $S$ is shattered by $F^+$. Then there must be a node $h$ that is internal to both a SP from $u$ to $v$ and a SP from $w$ to $z$. If there was not such a node $h$ then $S$ could not be shattered, as there would not be a node $\ell$ such that the intersection between $S$ and the range $R_{\ell}$ associated to $\ell$ is $S$. Since $h$ exists and it is internal to two SPs, then it must belong to $V'$. Since all SPs from $u$ to $v$ and from $w$ to $z$ still exist in $G'$ then so do those that go through $h$. This means that there is a path from each of $u, v, w, z$ to the others (e.g., from $u$ to each of $v, w,$ and $z$), hence they should all belong to the same WCC of $G'$, but this is a contradiction. Hence $S$ cannot be shattered by $F^+$.

This implies that sets that can be shattered by $F^+$ are only sets in the form $\{((u_i, v_i), x_i), i = k\}$ such that all nodes $u_i$ and $v_i$ (for all $i$) belong to the same WCC of $G'$. Hence, we can proceed as in the undirected graphs case and obtain the thesis.

The upper bound derived in Lemma 4.5 is somewhat disappointing, and sometimes non-informative: if $G$ is undirected and has a single connected component, then the same bound to the sample size that can be obtained using the pseudodimension could be easily obtained using the union bound. We conjecture that it should be possible to obtain better bounds (see Conjecture 4.9).

4.2.3 Special Cases. In this section we consider some special restricted settings that make computing an high-quality approximation of the BC of all nodes easier. One example of such restricted settings is when the graph is undirected and every pair of distinct nodes is either connected with a single SP or there is no path between the two nodes (because they belong to different connected components). Examples of these settings are many road networks, where the unique SP condition is often enforced [20]. Riondato and Kornaropoulos [47, Lemma 2] showed that, in this case, the number of samples needed to compute a high-quality approximation of the BC of all nodes is independent of any property of the graph, and only depends on the quality controlling parameters $\varepsilon$ and $\delta$. The algorithm by Riondato and Kornaropoulos [47] works differently from ABRA-s, as it samples one SP at a time and only updates the BC estimation of all nodes along this path, rather than sampling a pair of nodes and updating the estimation of all nodes on any SPs between the sampled nodes. Nevertheless we can actually even generalize the result by Riondato and Kornaropoulos [47], as shown in Thm. 4.6.

Theorem 4.6. Let $G = (V, E)$ be a graph such that it is possible to partition the set $D = \{(u, v) \in V \times V, u \neq v\}$ into two classes: a class $A = \{(u^*, v^*)\}$ containing a single pair of different nodes $(u^*, v^*)$ such that $\sigma_{u^*v^*} \leq 2$ (i.e., connected by at most two SPs or not connected), and a class $B = D \setminus A$ of pairs $(u, v)$ of nodes with $\sigma_{uv} \leq 1$ (i.e., either connected by a single SP or not connected). Then the pseudodimension of the family of functions

$$f_w : D \to [0, 1], w \in V,$$

where $f_w$ is defined as in (11), is at most 3.

To prove Thm. 4.6, we show in Lemma 4.7 that some subsets of $D \times [0, 1]$ can not be shattered by $F^+$, on any graph $G$. Thm. 4.6 follows immediately from this result.

Lemma 4.7. There exists no undirected graph $G = (V, E)$ such that it is possible to shatter a set

$$B = \{((u_i, v_i), x_i), 1 \leq i \leq 4\} \subseteq D \times [0, 1]$$
if there are at least three distinct values \( j', j'', j''' \in [1, 4] \) for which
\[
\sigma_{u_j v_j'} = \sigma_{u_{j''} v_{j''}} = \sigma_{u_{j'''} v_{j''''}} = 1.
\]

**Proof.** First of all, according to Lemmas 3.7 and 3.8, for \( B \) to be shattered it must be
\[
(u_i, v_i) \neq (u_j, v_j) \text{ for } i \neq j
\]
and \( x_i \in (0, 1], 1 \leq i \leq 4. \)

Riondato and Kornaropoulos [47, Lemma 2] showed that there exists no undirected graph \( G = (V, E) \) such that it is possible to shatter \( B \) if
\[
\sigma_{u_1 v_1} = \sigma_{u_2 v_2} = \sigma_{u_3 v_3} = \sigma_{u_4 v_4} = 1.
\]
Hence, what we need to show to prove the thesis is that it is impossible to build an undirected graph \( G = (V, E) \) such that \( \mathcal{F}^+ \) can shatter \( B \) when the elements of \( B \) are such that
\[
\sigma_{u_1 v_1} = \sigma_{u_2 v_2} = \sigma_{u_3 v_3} = 1 \quad \text{and} \quad \sigma_{u_4 v_4} = 2.
\]
Assume now that such a graph \( G \) exists and therefore \( B \) is shattered by \( \mathcal{F}^+ \).

For \( 1 \leq i \leq 3 \), let \( p_i \) be the unique SP from \( u_i \) to \( v_i \), and let \( p'_i \) and \( p''_i \) be the two SPs from \( u_4 \) to \( v_4 \).

First of all, notice that if any two of \( p_1, p_2, p_3 \) meet at a node \( a \) and separate at a node \( b \), then they can not meet again at any node before \( a \) or after \( b \), as otherwise there would be multiple SPs between their extreme nodes, contradicting the hypothesis. Let this fact be denoted as \( F_1 \).

Since \( B \) is shattered, its subset
\[
A = \{(u_i, v_i), 1 \leq i \leq 3\} \subset B
\]
is also shattered, and in particular it can be shattered by a collection of ranges that is a subset of a collection of ranges that shatters \( B \). We now show some facts about the properties of this shattering which we will use later in the proof.

Define
\[
i^+ = \left\{ \begin{array}{ll} i + 1 & \text{if } i = 1, 2 \\ 1 & \text{if } i = 3 \end{array} \right.
\]
and
\[
i^- = \left\{ \begin{array}{ll} 3 & \text{if } i = 1 \\ i - 1 & \text{if } i = 2, 3 \end{array} \right.
\]
Let \( w_A \) be a node such that \( R_{w_A} \cap A = A \). For any set \( L = \{k_1, k_2, \ldots \} \subseteq \{1, 2, 3, 4\} \) of indices, let \( w_L = w_{k_1, k_2, \ldots} \) be the node such that
\[
R_L \cap A = \{(u_{k_\ell}, v_{k_\ell}), x_{k_\ell} \in L \}.
\]
For example, for \( i \in \{1, 2, 3\} \), \( w_{i, i^+} \) is the node such that
\[
R_{w_{i, i^+}} \cap A = \{(u_i, v_i), ((u_i, v_i), (u_i, v_{i^+}, x_{i^+})) \}.
\]
Analogously, \( w_{i, i^-} \) is the node such that
\[
R_{w_{i, i^-}} \cap A = \{(u_i, v_i), ((u_i, v_i), (u_{i^-}, v_{i^-}, x_{i^-})) \}.
\]
We want to show that \( w_A \) is on the SP connecting \( w_{i, i^+} \) to \( w_{i, i^-} \) (such a SP must exist because the graph is undirected and \( w_{i, i^+} \) and \( w_{i, i^-} \) must be on the same connected component, as otherwise they could not be used to shatter \( A \)). Assume \( w_A \) was not on the SP connecting \( w_{i, i^+} \) to \( w_{i, i^-} \). Then we would have that either \( w_{i, i^+} \) is “between” \( w_A \) and \( w_{i, i^-} \) (i.e., along the SP connecting these nodes) or \( w_{i, i^-} \) is between \( w_A \) and \( w_{i, i^+} \). Assume it was the former (the latter follows by symmetry). Then
1. there must be a SP \( p'_i \) from \( u_{i^-} \) to \( v_{i^+} \) that goes through \( w_{i, i^-} \);
2. there must be a SP \( p''_i \) from \( u_{i^-} \) to \( v_{i^+} \) that goes through \( w_A \);
(3) there is no SP from $u_l$ to $v_l$ that goes through $w_{i,l}$. Since there is only one SP from $u_l$ to $v_l$, it must be that $p' = p''$. But then $p'$ is a SP that goes through $w_{i,l}$ and through $w_A$ but not through $w_{i,l}$, and $p_i$ is a SP that goes through $w_{i,l}$, through $w_{i,l}$, and through $w_A$ (either in this order or in the opposite). This means that there are at least two SPs between $w_{i,l}$ and $w_A$, and therefore there would be two SPs between $u_l$ and $v_l$, contradicting the hypothesis that there is only one SP between these nodes. Hence it must be that $w_A$ is between $w_{i,l}$ and $w_{i,l}$. This is true for all $i$, $1 \leq i \leq 3$. Denote this fact as $F_2$.

Consider now the nodes $w_{i,4}$ and $w_{j,4}$, for $i, j \in \{1, 2, 3\}$, $i \neq j$. We now show that they cannot belong to the same SP from $u_4$ and $v_4$.

- Assume that $w_{i,4}$ and $w_{j,4}$ are on the same SP $p$ from $u_4$ to $v_4$ and assume that $w_{i,j,4}$ is also on $p$. Consider the possible orderings of $w_{i,4}$, $w_{j,4}$ and $w_{i,j,4}$ along $p$.
  - If the ordering is $w_{i,4}$, then $w_{j,4}$, then $w_{i,j,4}$, then $w_{i,j,4}$, or the reverses of these orderings (for a total of four orderings), then it is easy to see that fact $F_1$ would be contradicted, as there are two different SPs from the first of these nodes to the last, one that goes through the middle one, and one that does not, but then there would be two SPs between the pair of nodes $(u_k, v_k)$ where $k$ is the index in $\{1, 2, 3\}$ different than 4 that is in common between the first and the last node in this ordering, and this would contradict the hypothesis, so these orderings are not possible.
  - Assume instead the ordering is such that $w_{i,j,4}$ is between $w_{i,4}$ and $w_{j,4}$ (two such orderings exist). Consider the paths $p_i$ and $p_j$. They must meet at some node $w_{f_i,j}$ and separate at some node $w_{h_i,j}$. From the ordering, and fact $F_1$, $w_{h_i,j,4}$ must be between these two nodes. From fact $F_2$ we have that also $w_A$ must be between these two nodes. Moreover, neither $w_{i,4}$ nor $w_{j,4}$ can be between these two nodes. But then consider the SP $p$. This path must go together with $p_i$ (resp. $p_j$) from at least $p_{i,4}$ (resp. $p_{j,4}$) to the farthest between $w_{f_i,j}$ and $w_{h_i,j}$ from $p_{i,4}$ (resp. $p_{j,4}$). Then in particular $p$ goes through all nodes between $w_{f_i,j}$ and $w_{h_i,j}$ that $p_i$ and $p_j$ go through. But since $w_A$ is among these nodes, and $w_A$ cannot belong to $p$, this is impossible, so these orderings of the nodes $w_{i,4}$, $w_{j,4}$, and $w_{i,j,4}$ are not possible. Hence we showed that $w_{i,4}$, $w_{j,4}$, and $w_{i,j,4}$ cannot be on the same SP from $u_4$ to $v_4$.

- Assume now that $w_{i,4}$ and $w_{j,4}$ are on the same SP from $u_4$ to $v_4$ but $w_{i,j,4}$ is on the other SP from $u_4$ to $v_4$ (by hypothesis there are only two SPs from $u_4$ to $v_4$). Since what we show in the previous point must be true for all choices of $i$ and $j$, we have that all nodes $w_{h,4}$, $1 \leq h \leq 3$, must be on the same SP from $u_4$ to $v_4$, and all nodes in the form $w_{i,j,4}$, $1 \leq i < j \leq 3$ must be on the other SP from $u_4$ to $v_4$. Consider now these three nodes, $w_{1,2,4}$, $w_{1,3,4}$, and $w_{2,3,4}$ and consider their ordering along the SP from $u_4$ to $v_4$ that they lay on. No matter what the ordering is, there is an index $h \in \{1, 2, 3\}$ such that the SP $p_h$ must go through the extreme two nodes in the ordering but not through the middle one. But this would contradict fact $F_1$, so it is impossible that we have $w_{i,4}$ and $w_{j,4}$ on the same SP from $u_4$ to $v_4$ but $w_{i,j,4}$ is on the other SP, for any choice of $i$ and $j$.

We showed that the nodes $w_{i,4}$ and $w_{j,4}$ can not be on the same SP from $u_4$ to $v_4$. But this is true for any choice of the unordered pair $(i, j)$ and there are three such choices, but only two SPs from $u_4$ to $v_4$, so it is impossible to accommodate all the constraints requiring $w_{i,4}$ and $w_{j,4}$ to be on different SPs from $u_4$ to $v_4$. Hence we reach a contradiction and $B$ can not be shattered. □

The bound in Thm. 4.6 is tight, i.e., there exists a graph for which the pseudodimension is exactly 3 [47, Lemma 4]. Moreover, as soon as we relax the requirement in Thm. 4.6 and allow two pairs of nodes to be connected by two SPs, there are graphs with pseudodimension 4, as shown in the following lemma.
Lemma 4.8. There is an undirected graph $G = (V, E)$ such that there is a set $\{(u_i, v_i), u_i, v_i \in V, u_i \neq v_i, 1 \leq i \leq 4\}$ with $|S_{u_i, v_i}| = |S_{u_2, v_2}| = 2$ and $|S_{u_5, v_5}| = |S_{u_6, v_6}| = 1$ that is shattered.

![Graph for Lemma 4.8](image)

**(b) How to shatter** $Q = \{a, b, c, d\}$ from Lemma 4.8.

<table>
<thead>
<tr>
<th>$P \subseteq Q$</th>
<th>Node $v$ s.t. $P = Q \cap R_v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\emptyset$</td>
<td>0</td>
</tr>
<tr>
<td>${a}$</td>
<td>1</td>
</tr>
<tr>
<td>${b}$</td>
<td>24</td>
</tr>
<tr>
<td>${c}$</td>
<td>40</td>
</tr>
<tr>
<td>${d}$</td>
<td>38</td>
</tr>
<tr>
<td>${a, b}$</td>
<td>20</td>
</tr>
<tr>
<td>${a, c}$</td>
<td>2</td>
</tr>
<tr>
<td>${a, d}$</td>
<td>21</td>
</tr>
<tr>
<td>${b, c}$</td>
<td>25</td>
</tr>
<tr>
<td>${b, d}$</td>
<td>27</td>
</tr>
<tr>
<td>${c, d}$</td>
<td>29</td>
</tr>
<tr>
<td>${a, b, c}$</td>
<td>19</td>
</tr>
<tr>
<td>${a, b, d}$</td>
<td>15</td>
</tr>
<tr>
<td>${a, c, d}$</td>
<td>22</td>
</tr>
<tr>
<td>${b, c, d}$</td>
<td>26</td>
</tr>
<tr>
<td>${a, b, c, d}$</td>
<td>18</td>
</tr>
</tbody>
</table>

Fig. 3. Supporting figures and table for Lemma 4.8.

**Proof.** Consider the undirected graph $G = (V, E)$ in Fig. 3a. There is a single SP from 0 to 16, i.e.,

$$0, 1, 2, 22, 21, 35, 20, 19, 18, 15, 16$$

There is a single SP from 23 to 17, i.e.,

$$23, 24, 25, 26, 27, 36, 20, 19, 18, 15, 17$$

There are exactly two SPs from 5 to 33,

$$5, 4, 3, 2, 22, 26, 25, 28, 39, 33$$

and

$$5, 6, 7, 19, 18, 29, 30, 32, 40, 33$$

There are exactly two SPs from 11 to 34,

$$11, 10, 9, 8, 21, 22, 26, 27, 37, 34$$

and

$$11, 12, 13, 14, 15, 18, 29, 31, 38, 34$$

Let $a = ((0, 16), 1), b = ((23, 17), 1), c = ((5, 33), 1/2), \text{ and } d = ((11, 34), 1/2)$. We can shatter the set $Q = \{a, b, c, d\}$, as shown in Fig. 3b. □

The significance of this lemma is in the fact that it highlights how the distribution of the numbers of SPs between vertices is indeed the quantity that governs the pseudodimension: a small change in this distribution (from at most a single SP for all pairs of node in Thm. 4.6, to at most a single SP for all-but-one pairs and two SP for that single pair in Lemma 4.8) causes a change in the pseudodimension. We use this evidence to formulate Conjecture 4.9.

For the case of directed networks, it is currently an open question whether a high-quality (i.e., within $\epsilon$) approximation of the bc of all nodes can be computed from a sample whose size is
independent of properties of the graph, but it is known that, even if possible, the constant would not be the same as for the undirected case [47, Sect. 4.1].

We conjecture that, given some information on how many pairs of nodes are connected by $x$ shortest paths, for $x \geq 0$, it should be possible to derive a strict bound on the pseudodimension associated to the graph. Formally, we pose the following conjecture, which would allow us to generalize Lemma 4.7, and develop an additional stopping rule for ABRA-s based on the (empirical) pseudodimension.

**Conjecture 4.9.** Let $G = (V, E)$ be a graph and let $\ell$ be the maximum positive integer for which there exists a set $L = \{(u_1, v_1), \ldots, (u_\ell, v_\ell)\}$ of $\ell$ distinct pairs of distinct nodes such that

$$\sum_{i=1}^{\ell} \sigma_{u_i,v_i} \geq \left(\left\lceil \frac{\ell}{2}\right\rceil\right).$$

then $PD(\mathcal{F}) \leq \ell$.

The conjecture is tight in the sense that, e.g., for the graph in Fig. 3a, it holds that $\ell = 4$ and the pseudodimension is exactly $\ell$, as proven in Lemma 4.8.

### 4.3 Alternative Estimators

Geisberger et al. [20] present an alternative estimator for BC using random sampling. Their experimental results show that the quality of the approximation is significantly improved, but they do not present any theoretical analysis. Their algorithm, which follows the work of Brandes and Pich [15], differs from ours as it samples nodes and performs a Single-Source-Shortest-Paths (SSSP) computation from each of the sampled nodes. We can use an adaptation of their estimator in a variant of ABRA-s, and we can prove that this variant still computes, with probability at least $1 - \delta$, a $\rho$-approximation of the BC of all nodes with $\rho \leq \epsilon$, therefore removing the main limitation of the original work, which offered no quality guarantees. We now present this variant considering, for ease of discussion, the special case of the linear scaling estimator by Geisberger et al. [20]. This technique can be extended to the generic parameterized estimators they present.

The intuition behind the alternative estimator is to increase the estimation of the BC for a node $w$ proportionally to the ratio between the SP distance $d(u, w)$ from the first component $u$ of the pair $(u, v)$ to $w$ and the SP distance $d(u, v)$ from $u$ to $v$. Rather than sampling pairs of nodes, the algorithm samples triples $(u, v, d)$, where $d$ is a direction, (either $\leftarrow$ or $\rightarrow$), and updates the betweenness estimation differently depending on $d$, as follows. Let $\mathcal{D}' = \mathcal{D} \times \{\leftarrow, \rightarrow\}$ and for each $w \in V$, define the function $g_w$ from $\mathcal{D}'$ to $[0, 1]$ as

$$g_w(u, v, d) = \begin{cases} \frac{\sigma_{uv}(w)}{\sigma_{uv}} \frac{d(u, w)}{d(u, v)} & \text{if } d = \rightarrow \\ \frac{\sigma_{uw}(w)}{\sigma_{uw}} \left(1 - \frac{d(u, w)}{d(u, v)}\right) & \text{if } d = \leftarrow \end{cases}$$

Let $\mathcal{S}$ be a collection of $\ell$ elements of $\mathcal{D}'$ sampled uniformly and independently at random with replacement. The alternative estimator $\bar{b}(w)$ of the BC of a node $w$ is

$$\bar{b}(w) = \frac{2}{\ell} \sum_{(u, v, d) \in \mathcal{S}} g_w(u, v, d) = 2m_S(g_w) = m_S(2g_w).$$

The presence of the factor 2 in the estimator calls for two minor adjustments in this variant of the algorithm w.r.t. the “vanilla” ABRA-s, since, in a nutshell, we now want to estimate the expectations of functions with co-domain in $[0, 2]$:

- the update to the vector $v$ to obtain $v'$ on line 2 of Alg. 2 becomes

$$v' \leftarrow v \cup \{(j, g_w(u, v, d))\} ;$$
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the definition of $\xi_i$ on line 21 of Alg. 1 becomes

$$
\xi_i = 2\omega_i^* + \frac{2\gamma_i + \sqrt{2\gamma_i(2\gamma_i + 4\ell\omega_i^*)}}{\ell} + 2\sqrt{\frac{\gamma_i}{2\ell}}.
$$

These changes ensure that the output of this variant of ABRA-s is still a high-quality approximation of the BC of all nodes, i.e., that Thm. 4.1 still holds. This is due to the fact that the results on the Rademacher averages presented in Sect. 3.2 can be extended to families of functions whose co-domain is an interval $[0, b]$ (in this case, $b = 2$). Other details such the starting sample size and exact expression to compute the next sample size, described in a previous section, or the relative-error variant described in the following section, can also be adapted to this case.

It is important to mention that, despite having solved the main drawback of the work by Geisberger et al. [20], i.e., its lack of guarantees, the solution is not entirely satisfactory: the presence of the $2$ in the estimator results in larger stopping sample sizes than the “vanilla” ABRA-s. This drawback is due to the fact that the size of the co-domain of the functions, which in this case is 2, is used in the proof of Thm. 3.3 in place of the variance, which is suboptimal. This sub-optimality is evident in this case: the alternative estimator is supposed to have a lower variance than the vanilla one, but technical limitations in the proof do not allow us to exploit this fact. Removing this limitation is an interesting direction for future work.

4.4 Fixed Sample Size

In this section we introduce a variant ABRA-s-fix of ABRA-s that uses a fixed sample size, rather than using progressive sampling.

Instead of specifying $\varepsilon$ and $\delta$ as part of the input, the user specifies $\delta$ and a positive integer value $S$, representing the number of samples (i.e., random pairs of nodes) that the algorithm will take. The algorithm will always perform $S$ (and only $S$) iterations of the loop on lines 9–18 in Alg. 1, then computes $\omega^*$, $\gamma$, and $\xi$ as in lines 19–21 and it will output, no matter the value of $\xi$, the pair $(\bar{B}, \xi)$.

**Theorem 4.10.** With probability at least $1 - \delta$, the set $\bar{B}$ is a $\xi$-approximation to the set of exact betweenness centralities for all nodes.

The proof is immediate from Thm. 3.3 and the definition of $\xi$.

An advantage of this algorithm with respect to other fixed sampling algorithms such as the one by Riondato and Kornaropoulos [47], is that it can compute the quality of the approximation directly from the sample, without having to compute characteristic quantities from the graph. Additionally, the parameter $S$ is more interpretable, for an end user, than the parameter $\varepsilon$. On the other hand, the quality of the approximation that will be obtained is not known (or even set by the user) in advance before running the algorithm.

4.5 Relative-error Top-k Approximation

In practical applications it is usually sufficient to identify the nodes with highest BC, as they act, in some sense, as the “primary information gateways” of the network. In this section we present a variant ABRA-s-k of ABRA-s to compute a high-quality approximation of the set TOP($k$, $G$) of the top-$k$ nodes with highest BC in a graph $G$.

The approximation $\bar{b}(w)$ returned by ABRA-s-k for a node $w$ is within a **multiplicative** factor $\rho \leq \varepsilon$ from its exact value $b(w)$, rather than an additive factor $\xi \leq \varepsilon$ as probabilistically guaranteed by ABRA-s (see Thm. 4.12 for ABRA-s-k’s guarantees). Achieving such higher accuracy guarantees has a cost in terms of the number of samples needed to compute the approximations.

Formally, assume to order the nodes in the graph in decreasing order by BC, ties broken arbitrarily, and let $b_k$ be the BC of the $k$th node in this ordering. The set TOP($k$, $G$) of the top-$k$ nodes with
highest betweenness in $G$ is defined as the set of nodes with $bc$ at least $b_k$, and can contain more than $k$ nodes,

$$\text{TOP}(k, G) = \{(w, b(w)), v \in V \text{ and } b(w) \geq b_k\}.$$ 

The algorithm ABRA-s-k follows an approach similar to the one taken by the algorithm for the same task by Riondato and Kornaropoulos [47, Sect. 5.2] and works in two phases. The pseudocode for ABRA-s-k is presented in Alg. 3 and we now describe how the algorithm works.

**Algorithm 3: ABRA-s-k: relative-error approximation of top-$k$ bc nodes on static graph**

**Input:** Graph $G = (V, E)$, accuracy parameter $\varepsilon \in (0, 1)$, confidence parameter $\delta \in (0, 1)$, value $k \geq 1$, sample schedule $(S_i)_{i \geq 1}$

**Output:** Pair $(\tilde{B}, \rho)$, where $\rho \leq \varepsilon$ and $\tilde{B}$ is a set of approximations of the $bc$ of the top-$k$ nodes in $V$ with highest $bc$.

1. $\delta', \delta'' \leftarrow$ reals such that $(1 - \delta')(1 - \delta'') = 1 - \delta$
2. $(\tilde{B}', \tilde{\xi}) \leftarrow$ output of ABRA-s with input $G, \varepsilon, \delta', (S_i)_{i \geq 1}$
3. $\hat{b}'_k \leftarrow k^{th}$ highest value $b'(w)$ in $\tilde{B}'$
4. $\hat{y}' \leftarrow \hat{b}'_k - \tilde{\xi}$
5. $C \leftarrow \{v \in V, \hat{b}'(v) \geq \hat{b}'_k - 2\tilde{\xi}\}$
6. $(\tilde{B}'', \rho) \leftarrow$ output of ABRA-s-set-r with input $G, \varepsilon, \delta'', C, y', (S_i)_{i \geq 1}$
7. $\hat{b}''_k \leftarrow k^{th}$ highest value $b''(w)$ in $\tilde{B}''$
8. $\hat{y}'' \leftarrow \hat{b}''_k / \rho$
9. $z \leftarrow \max\{y', y''\}$
10. $\text{TOP}(k, G) = \{(w, \hat{b}'(w)), w \in C \text{ and } \hat{b}''(w) \geq z(1 - \rho)\}$
11. **Return** $(\text{TOP}(k, G), \rho)$

Let $\delta'$ and $\delta''$ be such that $(1 - \delta')(1 - \delta'') = 1 - \delta$. In the first phase, ABRA-s is run with input $G, \varepsilon, \delta'$, and $(S_i)_{i \geq 1}$, and it returns the pair $(\tilde{B}', \tilde{\xi})$.

Let now $\hat{b}'_k$ be the $k^{th}$ highest value $b'(w)$ in $\tilde{B}'$, ties broken arbitrarily, and let $y' = \hat{b}'_k - \tilde{\xi}$. Also let $C$ be the set

$$C = \{v \in V, \hat{b}'(v) \geq \hat{b}'_k - 2\tilde{\xi}\}.$$ 

Before describing the second phase of ABRA-s-k, we introduce a variant ABRA-s-set-r of ABRA-s-set (see Sect. 4.1.3), which takes an additional parameter $\theta \in (0, 1)$. This parameter plays a role in the stopping condition of ABRA-s-set-r as follows. The only difference between ABRA-s-set-r and ABRA-s-set is in the definition of the quantity $\xi_i$, which in ABRA-s-set-r becomes

$$\xi_i = \frac{1}{\theta} \left(2\omega_i^* + \frac{\ln(3/\phi_i) + \sqrt{(\ln(3/\phi_i) + 4\ell \omega_i^*) \ln(3/\phi_i)}}{\ell} + \frac{\ln(3/\phi_i)}{2\ell} \right). \tag{17}$$

In the second phase, ABRA-s-k runs ABRA-s-set-r with input $G, \varepsilon, \delta'', C$ as the specific set of interest, $\theta = y'$, and $(S_i)_{i \geq 1}$, and it returns a pair $(\tilde{B}'', \rho)$, with $\rho \leq \varepsilon$.

Let $\hat{b}''_k$ be the $k^{th}$ highest value $b''(w)$ in $\tilde{B}''$, ties broken arbitrarily, and let $y'' = \hat{b}''_k / (1 + \rho)$.

---

$\varepsilon$ The sample schedules may be different between the first and second phases, but we do not discuss this case for ease of presentation.
ABRA-s-k first computes $z = \max\{y', y''\}$, and then computes the set
\[
\TOP(k, G) = \left\{ (w, \bar{b}(w)) : w \in C \text{ and } \bar{b}(w) \geq z(1 - \rho) \right\},
\]
and returns $\left( \TOP(k, G), \rho \right)$.

Guarantees. We now discuss the quality guarantees of the output of ABRA-s-k. We first state a result on the output of ABRA-s-set-r.

**Theorem 4.11.** Let $\epsilon, \delta, \text{ and } \theta$ in $(0, 1)$ and let $Z \subset V$. Let $\left( \tilde{B} = \left\{ \tilde{b}(w), w \in Z \right\}, \rho \right)$ be the output of ABRA-s-set-r. With probability at least $1 - \delta$ it holds that $\rho \leq \epsilon$ and
\[
\frac{|\tilde{b}(w) - b(w)|}{\max\{\theta, b(w)\}} < \rho, \text{ for all } w \in Z.
\]

The proof follows the same steps as the proof for Thm. 4.1, using the definition of $\xi_i$ from (17) and applying Thm. 3.5 instead of Thm. 3.3.

We have the following result showing the properties of the collection $\TOP(k, G)$.

**Theorem 4.12.** With probability at least $1 - \delta'$, the pair $\left( \TOP(k, G), \rho \right)$ returned by ABRA-s-k is such that $\rho \leq \epsilon$ and:

1. for any pair $(v, b(v)) \in \TOP(k, G)$, there is a pair $(v, \tilde{b}(v)) \in \TOP(k, G)$ and $\tilde{b}(v)$ is such that $|\tilde{b}(v) - b(v)| \leq \rho b(v)$;
2. for any pair $(w, \bar{b}(w)) \in \TOP(k, G)$ such that $(w, \bar{b}(w)) \notin \TOP(k, G)$, it holds that $\bar{b}(w) \leq (1 + \rho)b_k$.

**Proof.** With probability at least $1 - \delta'$, we have, from the properties of ABRA-s, that $\left( \tilde{B}', \tilde{\xi} \right)$ are such that
\[
|\tilde{b}(w) - b(w)| \leq \tilde{\xi}, \text{ for all } w \in V. \tag{18}
\]
With probability at least $1 - \delta''$, we have, from the properties of ABRA-s-set-r in Thm. 4.11 that
\[
\frac{|\tilde{b}(w) - b(w)|}{\max\{y', b(w)\}} \leq \rho, \text{ for all } w \in C. \tag{19}
\]
Suppose both these events occur, which happens with probability at least $1 - \delta$.

Consider the value $y'$. Since (18) holds, it is straightforward to see that $y' \leq b_k$. Thus, it also holds that all nodes appearing in $\TOP(k, G)$ belong to $C$, which may contain other nodes.

Since (19) holds, we have that for all $w \in C$ such that $b(v) \geq y'$, it holds $\tilde{b}'(w)/(1 + \rho) \leq b(v)$. Similarly, for all $w \in C$ such that $b(v) < y$, it holds $\tilde{b}''(w)/(1 + \rho) \leq y \leq b_k$. It follows from these properties of the nodes in $C$ that $y'' \leq b_k$.

Since $y' \leq b_k$ and $y'' \leq b_k$, it holds $z \leq b_k$. Any $w$ appearing in $\TOP(k, G)$ therefore has $\tilde{b}(w) \geq z(1 - \rho)$. It follows that all nodes appearing in $\TOP(k, G)$ will be in $\TOP(k, G)$, satisfying the first part of (1) in the statement of the theorem.

The second part of (1) follows from (19), since for all nodes $v$ appearing in $\TOP(k, G)$ it holds that $b(v) \geq y'$.

Property (2) in the statement follows from (19), noticing that some of the nodes under consideration may have $b(v) < y' \leq b_k$. □
5 APPROXIMATING BETWEENNESS CENTRALITY IN DYNAMIC GRAPHS

Fully dynamic graphs are graphs that evolve over time, with nodes and edges added and removed at each time step. In this section we show how the analysis based on Rademacher averages and pseudodimension presented in the previous section can be used to improve an algorithm by Hayashi et al. [24] that computes and keeps up-to-date a high-quality approximation of the $bc$ of all nodes in a fully dynamic graph. The improvement consists in a large reduction in the number of samples needed by Hayashi et al.’s algorithm.

Hayashi et al. [24] introduced two fast data structures called the Hypergraph Sketch and the Two-Ball Index: the Hypergraph Sketch stores the $bc$ estimations for all nodes, while the Two-Ball Index is used to store the SP DAGs and to understand which parts of the Hypergraph Sketch needs to be modified after an update to the graph (i.e., an edge or node insertion or deletion). Hayashi et al. [24] show how to use these data structures to maintain a set of estimation that is, with probability at least $1 - \delta$, an $\epsilon$-approximation of the $bc$ of all nodes in a fully dynamic graph.

Using the novel data structures results in orders-of-magnitude speedups w.r.t. previous contributions [8, 9]. The algorithm by Hayashi et al. [24] is based on a random sampling where pairs of nodes are sampled and the $bc$ estimation of the nodes along the SPs between the two nodes are updated as necessary. The same sampling scheme is used by ABRA-s, but the Hayashi et al.’s algorithm uses a fixed number of samples computed at the beginning of the algorithm and never changed during execution. Hayashi et al.’s analysis of the number of samples necessary to obtain, with probability at least $1 - \delta$, an $\epsilon$-approximation of the $bc$ of all nodes uses the union bound, resulting in a number of samples that depends on the logarithm of the number of nodes in the graph, i.e., $O(\epsilon^{-2}(\log(|V|/\delta)))$ pairs of nodes must be sampled.

The progressive sampling approach and the stopping condition used by ABRA-s can be used in Hayashi et al.’s algorithm in place of a fixed sample size. As a result, the algorithm can decide when it has sampled enough to first populate the Hypergraph Sketch and the Two-Ball Index at the beginning of the algorithm.

After each update to the graph, the algorithm, in addition to performing bookkeeping operations on the Hypergraph Sketch and the Two-Ball Index, must keep up-to-date the set $V_S$ and the map $M$ (already used in ABRA-s). Once the data structures are up-to-date, the algorithm checks whether the stopping condition is still satisfied. If it is not, additional pairs of nodes are sampled and the Hypergraph Sketch and the Two-Ball Index are updated with the estimations resulting from these additional samples. The sampling of additional pairs continues until the stopping condition is satisfied, according to a sample schedule. There is no need to discard samples when the stopping condition is satisfied: the value $\bar{\xi}$ returned by the algorithm would just be even smaller than $\epsilon$.

The overhead of additional checks of the stopping condition is minimal, because checking the stopping condition is extremely efficient, as we show in our experimental evaluation. On the other hand, the use of the progressive sampling scheme based on the Rademacher averages allows the algorithm to sample much fewer pairs of nodes than in the static sampling case based on the union bound: Riondato and Kornaropoulos [47] already showed that it is possible to sample much less than $O(\log(|V|))$ nodes and, as we show in our experiments, the sample sizes required by the progressive sampling approach are even smaller than the ones used in the algorithm by Riondato and Kornaropoulos [47], and thus in the one by Hayashi et al. [24]. Reducing the number of samples naturally leads to a speedup, as the running time of the algorithms are, in a first approximation, linear in the number of samples. Additionally, the amount of space required to store the data structures would also decrease, as they now store information about fewer SP DAGs.
Theorem 5.1. The pair \((\tilde{B} = \{\tilde{b}(w), w \in V\}, \xi)\) returned by this variant of the algorithm by Hayashi et al. [24] after each update to the graph has been processed, is such that \(\xi \leq \varepsilon\) and
\[
\Pr(\exists w \in V \text{ s.t. } |\tilde{b}(w) - b(w)| > \xi) < \delta.
\]
The proof follows from the correctness of the algorithm by Hayashi et al. [24] and of ABRA-s (Thm. 4.1).

6 EXPERIMENTAL EVALUATION

In this section we present the results of our experimental evaluation. We measure and analyze the performances of ABRA-s in terms of its runtime and sample size and accuracy, and compared them with those of the exact algorithm BA [14] and the approximation algorithm RK [47], which offers the same guarantees as ABRA-s, i.e., it computes, with probability at least 1 – δ, an ε-approximation of the bc of all nodes.

Implementation and Environment. We implement ABRA-s and ABRA-s-fix in C++11, as an extension of the NetworKit library [52]. We use NLopt [27] for the optimization steps. The code is available from http://matteo.rionda.to/software/ABRA-radebetw.tbz2. We performed the experiments on a machine with an AMD Phenom\textsuperscript{TM} II X4 955 processor and 16GB of RAM, running FreeBSD 12.

Datasets and Parameters. We use graphs of various nature (communication, citations, P2P, and social networks) from the SNAP repository [35]. The characteristics of the graphs are reported in the Table 3.

<table>
<thead>
<tr>
<th>Graph</th>
<th>Directed</th>
<th>Vertices</th>
<th>Edges</th>
</tr>
</thead>
<tbody>
<tr>
<td>cit-HepPh</td>
<td>N</td>
<td>34,546</td>
<td>421,578</td>
</tr>
<tr>
<td>email-Enron</td>
<td>N</td>
<td>36,682</td>
<td>183,831</td>
</tr>
<tr>
<td>p2p-Gnutella31</td>
<td>Y</td>
<td>62,586</td>
<td>147,892</td>
</tr>
<tr>
<td>soc-Epinions1</td>
<td>Y</td>
<td>75,879</td>
<td>508,837</td>
</tr>
</tbody>
</table>

Table 3. Characteristics of the graphs.

In our experiments we set \(\varepsilon\) in the range \([0.01, 0.03]\). In all the results we report, \(\delta\) is fixed to 0.1. We experimented with different values for this parameter, and, as expected, it has a very limited impact on the nature of the results, given the logarithmic dependence of the sample size on \(\delta\). For the sample schedule, we used a geometrically increasing sample schedule with \(S_i = c^i S_0\) for all \(i \geq 1\), where \(S_0\) is the r.h.s. of (16) and \(c \in \{1.2, 1.5, 2.0, 3.0\}\).

We performed five runs for each combination of parameters. The variance between the different runs was insignificant, so we report, unless otherwise specified, the results for a random run.

The “Change” column in some of the following tables reports the percentage change in the metric of interest w.r.t. a baseline, computed as
\[
\text{change} = \frac{100 \times (\text{ABRA-s} - \text{baseline})}{\text{baseline}}.
\]
For example, if the metric of interest were the runtime, and the measured runtime of ABRA-s was 6 seconds and the one for the baseline BA was 9 seconds, then the percentage change would be \(-33.33\).
Table 4. Comparison between $\varepsilon$ and $\xi$, and error distribution. Geometric schedule with $c = 1.5$.

<table>
<thead>
<tr>
<th>Graph</th>
<th>$\varepsilon \times 10^3$</th>
<th>$\xi \times 10^3$</th>
<th>Avg $\times 10^3$</th>
<th>Stdev $\times 10^3$</th>
<th>Max $\times 10^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cit-HepPh</td>
<td>10  8.816</td>
<td>0.014</td>
<td>0.027</td>
<td>0.920</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15  13.175</td>
<td>0.021</td>
<td>0.040</td>
<td>1.374</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20  17.582</td>
<td>0.027</td>
<td>0.052</td>
<td>2.044</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25  21.892</td>
<td>0.033</td>
<td>0.067</td>
<td>2.153</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30  26.322</td>
<td>0.039</td>
<td>0.082</td>
<td>2.956</td>
<td></td>
</tr>
<tr>
<td>Email-Enron</td>
<td>10  8.689</td>
<td>0.005</td>
<td>0.023</td>
<td>1.008</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15  13.047</td>
<td>0.007</td>
<td>0.034</td>
<td>1.393</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20  17.349</td>
<td>0.009</td>
<td>0.048</td>
<td>2.132</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25  21.757</td>
<td>0.011</td>
<td>0.061</td>
<td>3.119</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30  25.992</td>
<td>0.013</td>
<td>0.070</td>
<td>2.515</td>
<td></td>
</tr>
<tr>
<td>P2p-Gnutella31</td>
<td>10  8.978</td>
<td>0.009</td>
<td>0.026</td>
<td>0.445</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15  13.438</td>
<td>0.014</td>
<td>0.038</td>
<td>0.797</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20  17.945</td>
<td>0.018</td>
<td>0.050</td>
<td>0.795</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25  22.645</td>
<td>0.022</td>
<td>0.063</td>
<td>1.514</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30  27.102</td>
<td>0.026</td>
<td>0.077</td>
<td>1.671</td>
<td></td>
</tr>
<tr>
<td>Soc-Epinions1</td>
<td>10  9.872</td>
<td>0.007</td>
<td>0.021</td>
<td>0.839</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15  14.815</td>
<td>0.009</td>
<td>0.030</td>
<td>0.843</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20  19.678</td>
<td>0.012</td>
<td>0.041</td>
<td>1.595</td>
<td></td>
</tr>
<tr>
<td></td>
<td>25  24.637</td>
<td>0.014</td>
<td>0.052</td>
<td>2.135</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30  29.738</td>
<td>0.016</td>
<td>0.063</td>
<td>2.467</td>
<td></td>
</tr>
</tbody>
</table>

6.1 Accuracy

We evaluate the accuracy of ABRA-s by measuring the absolute error $|b(v) - \tilde{b}(v)|$ for all nodes $v$ in the graph. The theoretical analysis guarantees that this quantity should be at most $\xi$ and therefore at most $\varepsilon$ for all nodes, with probability at least $1 - \delta$.

An important result is that in all the thousands of runs of ABRA-s, the maximum error was always smaller than $\xi$, not just with probability $> 1 - \delta$.

We report statistics about the absolute error in Table 4, computed for runs with a geometric schedule with $c = 1.5$ (results for other values of $c$ were qualitatively equivalent). The minimum error was always zero, so we do not report it in the table. The maximum error is almost always an order of magnitude smaller than $\xi$, and the average error is around three orders of magnitude smaller. The standard deviation, which is very close to the average, suggests that most of the errors are almost two orders of magnitude smaller than $\varepsilon$, as can be verified by considering the average error plus three standard deviations, which include approximately 95% of the nodes. As expected, the maximum error grows as $\varepsilon^{-2}$.

These results show that ABRA-s is very accurate, more than what is guaranteed by the theoretical analysis. This can be explained by the fact that the bounds to the sampling size, the stopping condition, and the sample schedule are conservative, in the sense that ABRA-s may be sampling more than necessary to obtain an $\varepsilon$-approximation with probability at least $1 - \delta$. Tightening any of these components would result in a less conservative algorithm that offers the same approximation quality guarantees, and is an interesting research direction.

6.2 Runtime and Sample Size

We evaluate the runtime of ABRA-s and compare it with the ones of BA and RK. Doing so also gives us a chance to comment on the sample sizes used by ABRA-s and compare them with those used by RK. The results are reported in Tables 5 to 8 (one table per graph).

General comments. We can observe that the runtime is essentially proportional to $1/\varepsilon^2$ and to the sample size, as expected from the theoretical results. There is no clear dependency between
the sample schedule and the resulting runtime, a phenomenon that we analyze in detail in the following paragraphs.

We broke down the runtime in three components: “sampling” (inclusive of the time needed to run s-t SP computations and updating the data structures), “stopping condition” (inclusive of computing $\omega^*$ and $\xi$), and “other”. In all the runs, “sampling” accounted for more than 99% of the total runtime.\footnote{These results are not reported in any table, as they were essentially the same for all graphs and all combinations of the parameters, so we limit ourselves to commenting them.} In other words, ABRA-s spent almost all its execution doing useful work, i.e., collecting samples, running s-t SP computations, and updating the data structures. This is contrast with other algorithms, e.g., RK, that need to compute some characteristic quantity of the graph at the beginning of the execution. Evaluating the stopping condition is extremely efficient: it accounted for less than one percent of the runtime.

**Comparison with BA.** The change w.r.t. the exact algorithm BA is significant, reaching at times values smaller than -90 (essentially a 10x speedup) and almost always smaller than -50 (a 2x speedup). The change tends to be smaller in magnitude as $\epsilon$ becomes smaller, as expected. It happened only once, on the email-Enron graph for $\epsilon = 0.010$ and $c = 2.0$ that BA was faster than ABRA-s. This event, like similar ones we discuss later in this section, happens due to the fact that the sampling schedule must be fixed in advance, i.e., it cannot be adaptive or the correctness of the algorithm is compromised. The consequence is that the algorithm may sample much more than needed. Specifically, when the value $\xi$ computed at the end of an iteration is very close but still larger than $\epsilon$, the algorithm must move to the next iteration, which will have a much larger sample size ($c$ times larger), and where almost surely $\xi$ will be much smaller than $\epsilon$ and the algorithm will terminate. This is indeed the case for email-Enron, $\epsilon = 0.010$ and $c = 2.0$, as can be seen by looking at the error bound $\xi$ computed by the algorithm and reported in the second-to-last column from the right in Table 6: $\xi$ is is significantly less than $\epsilon$, and at the iteration before the last, we checked that $\xi$ was very close but larger than $\epsilon$. Indeed ABRA-s with other sample schedules is able to stop much earlier.

**Comparison with RK.** Comparing the runtime of ABRA-s with that of RK, we can observe that the former is almost always much faster than the latter, reaching up to 6x speedups. The one exception is again the email-Enron graph (Table 6), where ABRA-s is at times slower than RK. We already mentioned how this phenomenon can be traced back to the use of a static sampling schedule. We will show in Sect. 6.4 that, when given the same amount of samples, the ABRA-s-fix variant performs much better than RK.

This relative slowdown is compensated by a reduction, often significantly greater than the slowdown, in the error bound $\xi$ (which for RK is $\epsilon$): the additional time taken by ABRA-s to collect more samples is not “wasted”, as it results in a better upper bound on the maximum error, as can be seen in the two rightmost columns in the tables. Hence the “rigidity” due to the fixed sample schedule is significantly softened.

We observe the slowdown only on email-Enron. The reason is that email-Enron is the graph we analyzed with the smallest diameter, therefore RK can use a small sample size. We show in Sect. 6.3 that RK scale very badly as the diameter grows, while ABRA-s does not. On the other hand, for ABRA-s we do not have practical bounds to the pseudodimension of the problem (see Sect. 4.2), thus the algorithm cannot deterministically stop after having sample a certain number of pairs of nodes, like RK does. Finding better bounds to the pseudodimension of the problem, for example by proving Conjecture 4.9, would allow ABRA-s to stop earlier. A possible workaround, until that happens, is to run RK in parallel with ABRA-s, running both with $\delta' = \delta/2$, and making RK use the...
Table 5. Runtime and sample size comparison for the cit-HepPh graph.

<table>
<thead>
<tr>
<th>Schedule</th>
<th>$c \times 10^3$</th>
<th>Change vs. Sample size</th>
<th>Err. bound $\xi \times 10^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ABRA-s</td>
<td>BA</td>
</tr>
<tr>
<td>10</td>
<td>1.2</td>
<td>346.25</td>
<td>-32.14</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>314.39</td>
<td>-38.38</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>276.15</td>
<td>-45.88</td>
</tr>
<tr>
<td></td>
<td>3.0</td>
<td>417.32</td>
<td>-18.21</td>
</tr>
</tbody>
</table>

|           | 1.5             | 139.28 | -72.70 | -34.44 | 21.684 | -33.19 | 13.175 | -12.16 |
|           | 2.0             | 123.92 | -75.71 | -41.67 | 19.274 | -40.61 | 13.186 | -12.09 |
|           | 3.0             | 187.97 | -63.16 | -11.53 | 28.911 | -10.92 | 10.634 | -29.11 |

| 20        | 1.2             | 88.73  | -82.61 | -25.78 | 13.737 | -24.76 | 19.393 | -3.04 |
|           | 1.5             | 80.42  | -84.24 | -32.73 | 12.420 | -31.97 | 17.582 | -34.12 |

| 25        | 1.2             | 57.80  | -88.67 | -24.40 | 8.949  | -23.41 | 24.346 | -2.61 |
|           | 1.5             | 51.43  | -89.92 | -32.74 | 8.691  | -30.76 | 21.892 | -29.67 |
|           | 2.0             | 46.65  | -90.86 | -38.99 | 7.192  | -38.45 | 21.835 | -12.66 |
|           | 3.0             | 68.98  | -86.48 | -9.78  | 10.787 | -7.69  | 17.702 | -29.19 |

| 30        | 1.2             | 41.22  | -91.92 | -22.27 | 6.324  | -22.06 | 29.478 | -1.74 |
|           | 1.5             | 37.15  | -92.72 | -29.95 | 5.717  | -29.54 | 26.322 | -12.26 |
|           | 2.0             | 32.80  | -93.57 | -38.16 | 5.081  | -37.38 | 26.374 | -12.09 |
|           | 3.0             | 48.90  | -90.42 | -7.80  | 7.621  | -6.08  | 21.223 | -29.26 |

same random samples and the same s-t SP computations, and stopping as either algorithm stops and returning the corresponding approximation.

Table 6. Runtime and sample size comparison for the email-Enron graph. The cases when ABRA-s was worse than BA and/or RK are in bold font.

<table>
<thead>
<tr>
<th>Schedule</th>
<th>$c \times 10^3$</th>
<th>Change vs. Sample size</th>
<th>Err. bound $\xi \times 10^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ABRA-s</td>
<td>BA</td>
</tr>
<tr>
<td>10</td>
<td>1.2</td>
<td>218.03</td>
<td>-9.10</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>206.13</td>
<td>-14.06</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>246.06</td>
<td>2.59</td>
</tr>
<tr>
<td></td>
<td>3.0</td>
<td>183.76</td>
<td>-23.38</td>
</tr>
</tbody>
</table>

| 15        | 1.2             | 99.89  | -58.35 | 0.25 | 34.355 | 6.41 | 14.853 | -0.98 |
|           | 1.5             | 93.29  | -61.10 | -6.09 | 32.526 | 0.22 | 13.047 | -13.02 |
|           | 2.0             | 110.57 | -53.90 | 11.30 | 38.548 | 18.77 | 11.368 | -24.21 |
|           | 3.0             | 82.95  | -65.42 | -16.50 | 28.911 | -10.92 | 12.446 | -17.03 |

| 20        | 1.2             | 57.08  | -76.20 | 2.01 | 19.782 | 8.35 | 19.698 | -1.51 |
|           | 1.5             | 53.63  | -77.64 | -4.15 | 18.630 | 2.04 | 17.349 | -34.76 |
|           | 2.0             | 63.17  | -73.66 | 12.89 | 22.080 | 20.94 | 15.105 | -24.47 |
|           | 3.0             | 47.05  | -80.38 | -16.02 | 16.560 | -9.30 | 16.623 | -16.89 |

| 25        | 1.2             | 37.38  | -84.42 | 5.18 | 12.887 | 10.29 | 24.647 | -1.41 |
|           | 1.5             | 34.81  | -85.49 | -2.06 | 12.137 | 3.87 | 21.757 | -30.61 |
|           | 2.0             | 40.98  | -82.92 | 15.30 | 14.384 | 23.10 | 18.756 | -24.98 |
|           | 3.0             | 30.82  | -87.15 | -13.28 | 10.787 | -7.69 | 20.861 | -16.80 |

| 30        | 1.2             | 26.23  | -89.06 | 6.27 | 9.107 | 12.24 | 29.619 | -1.27 |
|           | 1.5             | 24.77  | -89.67 | 0.38 | 8.576 | 5.69 | 25.992 | -13.36 |
|           | 2.0             | 29.27  | -87.79 | 18.68 | 10.162 | 25.24 | 22.461 | -25.13 |
|           | 3.0             | 21.86  | -90.88 | -11.42 | 7.621 | -6.08 | 24.781 | -17.40 |
The one algorithm that does not scale well being the algorithm by Brandes and Pich [15] due to the fact that its sample size depends on the number of nodes in the graph.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
\textbf{Task} & \textbf{Algorithm} & \textbf{Sample size} & \textbf{Err. bound} & \textbf{Runtime (sec.)} & \textbf{Err. bound} & \textbf{Runtime (sec.)} & \textbf{Err. bound} \\
\hline
\textbf{Change vs.} & \textbf{ABRA-s} & \textbf{BA} & \textbf{RK} & \textbf{ABRA-s} & \textbf{BA} & \textbf{RK} & \textbf{ABRA-s} & \textbf{BA} & \textbf{RK} \\
\hline
10 & c = 1.2 & 34.11 & -90.89 & -68.29 & 31.925 & -61.55 & 8.978 & -10.22 \\
& c = 1.5 & 45.80 & -74.34 & -57.43 & 42.566 & -48.73 & 7.732 & -22.68 \\
& c = 3.0 & 68.51 & -61.61 & -36.32 & 63.849 & -23.10 & 6.292 & -37.08 \\
\hline
15 & c = 1.2 & 15.49 & -91.32 & -30.27 & 13.878 & -62.39 & 14.901 & -0.66 \\
& c = 1.5 & 15.29 & -91.43 & -68.18 & 14.456 & -60.82 & 13.438 & -10.42 \\
\hline
20 & c = 1.2 & 8.60 & -95.18 & -68.78 & 7.949 & -61.70 & 19.943 & -0.29 \\
& c = 1.5 & 8.87 & -95.03 & -67.79 & 8.280 & -60.11 & 17.945 & -32.81 \\
& c = 3.0 & 17.67 & -90.10 & -55.82 & 16.560 & -95.61 & 12.513 & -37.44 \\
\hline
25 & c = 1.2 & 5.60 & -96.86 & -68.09 & 5.178 & -61.02 & 24.719 & -1.12 \\
& c = 1.5 & 5.88 & -96.70 & -66.47 & 5.394 & -59.40 & 22.645 & -28.22 \\
& c = 2.0 & 7.88 & -95.58 & -55.08 & 7.192 & -45.86 & 19.200 & -37.37 \\
\hline
30 & c = 1.2 & 4.01 & -97.75 & -67.85 & 3.659 & -60.34 & 29.879 & -0.40 \\
& c = 2.0 & 5.56 & -96.88 & -55.43 & 5.081 & -44.93 & 23.430 & -21.90 \\
& c = 3.0 & 8.28 & -95.36 & -33.65 & 7.621 & -17.40 & 18.790 & -37.37 \\
\hline
\end{tabular}
\caption{Runtime and sample size comparison for the soc-Epinions1 graph.}
\end{table}

6.3 Scalability

In this section we compare the scalability of ABRA-s to that of RK as the vertex-diameter of the graph grows. This choice is motivated by the fact that approximate betweenness estimation algorithms tend\(^\text{10}\) to scale well as the numbers of nodes and edges grows, because in many graph

\(^{10}\)The one algorithm that does not scale well being the algorithm by Brandes and Pich [15] due to the fact that its sample size depends on the number of nodes in the graph.
evolution models the vertex-diameter of the network tends to shrink as these quantities increase [34]. On the other hand, RK is known to be susceptible to growth in the vertex-diameter, because its sample size depends on this quantity. We here evaluate the resilience of ABRA-s to changes in the vertex-diameter.

We create artificial graphs using the email-Enron graph as the starting point, then selecting a node $v$ at random, and adding a tail (or chain) of $k$ edges starting from $v$. Thinking of the original graph as a balloon, the tail can be imagined as the string to hold the balloon. We use $k = 20, 40, 80, 160$. The email-Enron graph is undirected and has a (vertex)-diameter of 11, so by adding the tail the resulting graph had a much larger vertex-diameter, hence RK would have to collect more samples.

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$k$</th>
<th>ABRA-s</th>
<th>RK</th>
<th>Change</th>
<th>Sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Runtime (sec.)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.005</td>
<td>20</td>
<td>800.44</td>
<td>914.67</td>
<td>-12.49</td>
<td>281,870</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>802.54</td>
<td>1027.48</td>
<td>-21.89</td>
<td>281,870</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>803.72</td>
<td>1140.89</td>
<td>-29.55</td>
<td>281,870</td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>800.98</td>
<td>1254.28</td>
<td>-36.14</td>
<td>281,870</td>
</tr>
<tr>
<td>0.010</td>
<td>20</td>
<td>202.89</td>
<td>228.98</td>
<td>-11.39</td>
<td>71,832</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>203.79</td>
<td>256.92</td>
<td>-20.68</td>
<td>71,832</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>204.63</td>
<td>284.96</td>
<td>-29.24</td>
<td>71,832</td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>203.34</td>
<td>313.55</td>
<td>-35.15</td>
<td>71,832</td>
</tr>
<tr>
<td>0.015</td>
<td>20</td>
<td>92.13</td>
<td>101.30</td>
<td>-9.06</td>
<td>32,526</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>91.76</td>
<td>114.27</td>
<td>-20.69</td>
<td>32,526</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>91.13</td>
<td>126.80</td>
<td>-28.13</td>
<td>32,526</td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>91.37</td>
<td>139.45</td>
<td>-34.47</td>
<td>32,526</td>
</tr>
<tr>
<td>0.020</td>
<td>20</td>
<td>52.92</td>
<td>57.10</td>
<td>-7.32</td>
<td>18,630</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>51.84</td>
<td>64.35</td>
<td>-16.51</td>
<td>18,630</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>52.08</td>
<td>71.40</td>
<td>-27.06</td>
<td>18,630</td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>52.81</td>
<td>78.56</td>
<td>-32.77</td>
<td>18,630</td>
</tr>
<tr>
<td>0.025</td>
<td>20</td>
<td>34.13</td>
<td>36.73</td>
<td>-7.06</td>
<td>12,137</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>34.32</td>
<td>41.11</td>
<td>-16.51</td>
<td>12,137</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>33.98</td>
<td>45.65</td>
<td>-25.57</td>
<td>12,137</td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>34.39</td>
<td>50.05</td>
<td>-31.29</td>
<td>12,137</td>
</tr>
<tr>
<td>0.030</td>
<td>20</td>
<td>24.25</td>
<td>25.45</td>
<td>-4.73</td>
<td>8,576</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>16.12</td>
<td>28.61</td>
<td>-43.64</td>
<td>5,717</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>24.02</td>
<td>31.70</td>
<td>-24.24</td>
<td>8,576</td>
</tr>
<tr>
<td></td>
<td>160</td>
<td>24.44</td>
<td>34.71</td>
<td>-29.57</td>
<td>8,576</td>
</tr>
</tbody>
</table>

The results are presented in Table 9. ABRA-s used a geometric sample schedule with $c = 1.5$. It is evident that ABRA-s’s runtime and sample size scale well and actually are independent from changes in the tail length, while this is clearly not the case for RK. This phenomena can be explained by the fact that ABRA-s’s analysis is based on Rademacher averages, which take into account the distribution of the path lengths, while RK uses VC-dimension, which considers only the worst case.

### 6.4 Fixed sample size

In this section we compare the performances of ABRA-s-fix, presented in Sect. 4.4, and RK. We report the results on Email-Enron with $\delta = 0.1$ in Table 10. The sample sizes are chosen as a result of the way RK computes its sample size: we fix $\varepsilon$ and compute the sample size such that, with probability at least $1 - \delta$, RK outputs an $\varepsilon$-approximation. We then run ABRA-s-fix with the same sample size and value $\delta$, and observe the value for $\xi$, the second component of the output of ABRA-s-fix, to compare it with $\varepsilon$.

The fourth column from the left reports the percentage change between $\xi$ and $\varepsilon$. The fifth column from the left shows the percentage change between the sample size used by ABRA-s-fix and the...
Table 10. Comparison between $\varepsilon$ and $\xi$, and change for ABRA-s-fix and RK on email-Enron.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>$\varepsilon \times 10^3$</th>
<th>$\xi \times 10^3$</th>
<th>Error Bound</th>
<th>Sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td>73026</td>
<td>10</td>
<td>7.74</td>
<td>-22.52</td>
<td>-66.56</td>
</tr>
<tr>
<td>32456</td>
<td>15</td>
<td>11.71</td>
<td>-21.87</td>
<td>-63.83</td>
</tr>
<tr>
<td>18257</td>
<td>20</td>
<td>15.71</td>
<td>-21.45</td>
<td>-62.09</td>
</tr>
<tr>
<td>11685</td>
<td>25</td>
<td>19.76</td>
<td>-20.94</td>
<td>-59.98</td>
</tr>
<tr>
<td>8114</td>
<td>30</td>
<td>23.79</td>
<td>-20.67</td>
<td>-58.90</td>
</tr>
</tbody>
</table>

The sample size that RK would need to achieve an $\varepsilon$ equal to the $\xi$ reported in the third column. The reduction in the bound to the maximum error exceeds 20%, and the reduction in sample size is around 60%.

In Fig. 4 we show a comparison of statistics of the absolute error achieved by ABRA-s-fix and RK, at the same sample sizes. Once again, we show the results for a single run for each sample size, which explains the non-monotonicity of some of the reported quantities as the sample size increases. This comparison is effectively a comparison of the different estimators used by the two algorithms. The one used by ABRA-s-fix takes into account all SPs between a sampled pair of nodes, while the one used by RK only considers a randomly-chosen one between such SPs. Thus, ABRA-s-fix essentially extracts “more information per sample”. It is therefore not surprising that in general the average, maximum, and average-plus-standard-deviation of the absolute errors of ABRA-s-fix are lower than the corresponding quantities for RK.

These results are even more remarkable when one considers the fact that RK is given the big advantage of computing the diameter of the graph, which is needed by RK to compute the sample size. Without this knowledge, RK would not even be able to start. On the other hand, ABRA-s-fix has no need for any information about the complete graph, and can just start sampling and compute its quality guarantees only on the sample, thanks to the use of Rademacher averages.

7 CONCLUSIONS

We presented ABRA, a family of sampling-based algorithms for computing and maintaining high-quality approximations of (variants of) the bc of all nodes in static and dynamic graphs with updates (both deletions and insertions). We discussed a number of variants of our basic algorithm, including
finding the top-$k$ nodes with higher BC, using improved estimators, using a fixed sample size, and special cases when there is a single SP between nodes. ABRA greatly improves, theoretically and experimentally, the current state of the art. The analysis relies on Rademacher averages and on pseudodimension, fundamental concepts from statistical learning theory. To our knowledge this is the first application of these results and ideas to graph mining, and we believe that they should be part of the toolkit of any algorithm designer interested in efficient algorithms for data analysis.
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